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Abstract:
This report is concerned with the vision of smart interconnected objects, a vision that has attracted much attention lately. In this paper, embedded, interconnected, open, and heterogeneous control systems are in focus, formally referred to as Federated Embedded Systems. To place FES into a context, a review of some related research directions is presented. This review includes such concepts as systems of systems, cyber-physical systems, ubiquitous computing, internet of things, and multi-agent systems. Interestingly, the reviewed fields seem to overlap with each other in an increasing number of ways.
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1 Introduction
The role of computing devices, embedded into everyday objects, has grown tremendously over the last two decades. To give an example, a typical car produced at the beginning of the 1990-ies was largely a mechanical unit. Today, a large part of the development costs in a typical front-edge car manufacturing company are related to software development.

The unprecedented complexity of existing software systems is paralleled by an analogous development within the hardware technology. Hardware is being developed faster, while it is cheaper and more powerful than ever before. Of course, at the same time hardware devices are becoming ever more complex and heterogeneous.

The rapid growth and success of communication technology is the third constituent of what many consider as the next technological leap facing the human society, namely the emergence of interconnected intelligent things or embedded devices, capable of communicating both with each other and humans, sensing, taking decisions and acting on these decisions. In fact, numerous applications of such interconnected things are already starting to reach the market, for example home care surveillance devices, disaster warning systems, smart energy grids, intelligent buildings, autonomic vehicle convoys, traffic prediction systems, smart automation, etc.

However, the rapid growth in software, hardware and communication technologies is not only an enabler but also a grand challenge for the future interconnected systems. The foreseeable complexity of such systems, together with their inevitable criticality for the human well-being in many applications, pose a large number of challenging questions that cross-cut several research disciplines. In our work, we aim to address some of these questions, with the focus towards federations of embedded systems.

A federated embedded system (FES) is defined as a constellation of devices that are part of and control different products, and that exchange data with each other and with external servers to the benefit of all, in such a way that no individual device is in control over the others. Note that in many cases this implicitly means that the constituent devices are produced by different manufacturers using different platforms, standards, etc. Further, FES need not have a static structure, but are established, reestablished and extended over time, and a particular device can be part of several FES at different times or simultaneously.

Naturally, it must be profitable and secure for an embedded device to participate in a federation. In other words, the efficiency and/or the possibilities of a device should be enhanced, while certain quality attributes of FES, such as performance, safety, privacy and robustness should be guaranteed. To meet these concerns, development is needed within such fields as programming technology, software and hardware architecture, software development methods and tools, business structures, communication protocols, data management and human-machine interaction, to mention a few.

The enormous potential for various aspects of human life that the vision of interconnected smart objects offer, together with its significant technical challenges, has attracted the interest of researchers within different disciplines. The scope of this paper is to highlight some of the most promising research directions related to the notion of FES, not with the aim of providing an exhaustive survey, but rather of attempting to define the fields and to chart associated historical and future directions and challenges. It should be stressed though that for the time being, as the vision of
interconnected smart things is still relatively new, so are the concerned research fields. In consequence, many of the associated research terms still lack globally accepted definitions and are used in a rather ad-hoc manner, with somewhat different meanings in different contexts.

The related research is outlined in Section 2, with one subsection per discipline, while general conclusions are gathered in Section 3.

2 Related research
An initial analysis of the work that in some way relates to the notion of intelligent, interacting, distributed systems revealed a large number of research fields or buzzwords that could be worth further examination. A more careful investigation left us with five important, vibrant, and in some sense related research directions, namely systems of systems (SoS), cyber-physical systems (CPS), pervasive or ubiquitous computing (Ubicomp), internet of things (IoT), and multi-agent systems (MAS). In the following, these research fields will be shortly reviewed.

2.1 Systems of systems
As the complexity of engineered systems has been growing, the notion of systems of systems (SoS) has attracted more and more popularity. Partly, this popularity is probably stemming from the apparent transparency of the term itself. Most people have an idea of what a system may look like. Thus, it might seem that extending this understanding to a system of systems should be rather straightforward.

Unsurprisingly, this is a deceptive feeling, which a more thorough study reveals. Although most SoS-definitions found in the literature share some common perception of the meaning of SoS, the actual suggestions for the distinguishing SoS-features, that differentiate them from ordinary systems, are quite varying. In fact, in a report investigating and classifying the usage of the SoS-term, (Boardman, Pallas, et al. 2006) reviewed more than 40 different SoS-definitions.

Some of the first documented SoS-definitions were either too specific or too vague. In 1996, Manthorpe proposed an SoS to be concerned with the interoperability and synergism of military systems, such as Command, Control, Computers, Communications, and Information (C4I) systems with Intelligence, Surveillance and Reconnaissance (ISR) systems (Manthorpe Jr. 1996). One year later, Kotov defined an SoS to be a large-scale concurrent and distributed system, composed of complex systems (Kotov 1997). Next, Lukasik argued that SoS education should involve the integration of systems into system of systems that ultimately contribute to the evolution of the social infrastructure (Lukasik 1998). So far, none of the proposed definitions actually provided a clear way of separating SoS from simply complex systems.

One of the most influential papers within the field, that actually tried to describe distinguishing SoS attributes in a systematic way, (Maier 1998), declared five principle characteristics of such systems:

- **Operational independence of the elements** – the SoS is composed of systems which are independent and useful in their own right.
- **Managerial independence of the elements** – the component systems not only can operate independently, they do operate independently.
Evolutionary development – functions and purposes are added, removed and modified with experience.
Emergent behavior – the system performs functions and carries out purposes that do not reside in any component system.
Geographic distribution – the components can readily exchange only information and not substantial quantities of mass or energy.

Also, Maier classified the systems fulfilling the above characteristics into three subclasses:

- Directed SoS – built and centrally managed to fulfill specific purposes, even though the component systems maintain an ability to operate independently.
- Collaborative SoS – lack central authority but have a common purpose. Such systems must, more or less, voluntarily collaborate to fulfill that agreed upon central purpose.
- Virtual SoS – lack both central authority and a pre-defined purpose. This leaves the supersystem relying on invisible mechanisms to maintain some emergent desirable large-scale behavior.

In (Sage and Cuppan 2001), these ideas were formalized into a definition stating that an SoS is a non-monolithic system where all or a majority of the above characteristics are present. In the same publication, the notion of Federations of Systems (FoS) was presented as a related concept to SoS, with the distinctive characteristics being a stronger emphasis on autonomy, heterogeneity and geographic distribution of the components (Sage and Cuppan 2001).

The work of (Maier 1998) and (Sage and Cuppan 2001) can probably be seen as the common denominator for the subsequent SoS-definitions. Most of them include variations of some of the above attributes, while imposing and focusing on additional descriptive terms or requirements, see (Boardman, Pallas, et al. 2006) for a review. For example, (Krygiel 1999) states an SoS to be a set of different systems so connected or related as to produce results unachievable by the individual systems alone (emergent behavior). (Shenhar 2001) speaks about widespread collections of networks of cooperating systems (geographic distribution). (Carlock and Fenton 2001) propose the notion of enterprise SoS engineering as a coupling of traditional systems engineering activities with enterprise activities of strategic planning and investment analysis. (Keating, et al. 2003) describe autonomous, heterogeneous, distributed and embedded systems (independence and geographic distribution). Jamshidi combined the ideas of Kotov and Maier into defining SoS as large-scale integrated systems that are heterogeneous and independently operable on their own, but are networked together for a common goal (Jamshidi, System of systems engineering, Innovations for the 21st Century 2008). In (DeLaurentis 2005), Maier’s five characteristics are reused and extended with the notion of networks of heterogeneous trans-domain systems.

While providing a rich set of SoS definitions, suitable for different applications and architectural structures, there were still some gaps to fill in the above mentioned bulk of work. The most obvious was, as already mentioned, the lack of a coherent, widely accepted definition of the SoS-term. As a consequence, it was still not always clear how to distinguish between SoS and ordinary systems. In an effort to meet this shortcoming, (Boardman, Pallas, et al. 2006) took a step back and presented a new set of SoS-characteristics (as opposed to definitions) with the focus on carefully declaring features that distinguish SoS from more tightly-integrated systems of parts (or in other words, systems of subsystems or simply systems). In doing so, they based these distinguishing characteristics
upon a review of the combined mass of SoS-related work. The result was the following five characteristics:

- **Autonomy** – a (constituent) system exists to fulfill its own purpose. When combined into an SoS, the system will normally conform to certain constraints, but it should retain its autonomy. In contrast, if a “system” has ceded its autonomy and no longer has its own purpose, it should be simply classified as a part or subsystem of a larger system. This is related to the operational and managerial independence, coined by (Maier 1998).

- **Belonging** – constituent systems choose to belong on a cost/benefit basis and because of their belief in the SoS supra purpose. SoS and constituent systems negotiate about the latter’s belonging and the former’s acceptance to the overall system. Normally SoS can continue functioning even if some constituent systems choose to leave it. Parts, on their hand, do not choose their belonging but are integral to the system, which in turn cannot function without any of its parts.

- **Connectivity** – possible connections between parts or subsystems are normally defined at design time, generally with the goal of encapsulating and hiding away a large amount of connections within the subsystems. In contrast, to preserve autonomy and the right to choose belonging, this cannot be done to the constituent systems of an SoS. Instead, the constituent systems should have the right to freely and adaptively determine their interfaces according to their own purposes or their views of what is best for the common SoS aims. This idea of evolutionary development of available interfaces is also called open connectivity.

- **Diversity** – requirement-driven system modeling often involve hierarchic or modular thinking, which preferably leads to a low number of distinct subsystems. This is normally beneficial for conventional systems, helping to keep their complexity down. However, when faced with the evolutionary and uncertain nature of an SoS, the idea of avoiding diversity is no longer adequate. Instead an SoS should be heterogeneous, containing a large variety of functions/systems, able to respond in different and sometimes complimentary ways to the unpredictable challenges on the overall SoS purpose.

- **Emergence** – in the case of ordinary systems, both intended and unintended (bad) behavior can to some extent be foreseen, tested and restricted at design time. When it comes to SoS, the required functionality is generally not clear at the design time. Thus, the emergence possibilities should not be restricted. On the contrary, emergent behavior should be promoted, which is achieved by the four earlier mentioned SoS-characteristics. If this is done in a proper way, as claimed in (Boardman and Sauser 2006), SoS will quickly detect and destroy unintended behaviors, in analogy with the immune defense of a human body.

Another attempt to revitalize the field and break free from the somewhat confusing mass of SoS definitions was done in (Northrop, et al. 2006). This work developed the notion of ultra-large-scale systems (ULS), also named socio-technical ecosystems, based on the software engineering point of view on SoS. The main underlying assumption was that the future systems will be extremely large and complex, not least in terms of lines of code, amount of data stored, number of interdependencies between software components, and number of hardware elements. In addition, people were given a more central role than in many other disciplines, being considered as the elements of the system rather than just their users. With this in mind, (Northrop, et al. 2006) claimed
that our current understanding of software development and social behaviors is not nearly sufficient. Based on the above considerations, the following characteristics of a ULS system were proposed:

- **decentralization** – the scale of ULS systems means that they will necessarily be decentralized in a variety of ways—decentralized data, development, evolution, and operational control.
- **inherently conflicting, unknowable, and diverse requirements** – ULS systems will be developed and used by a wide variety of stakeholders with unavoidably different, conflicting, complex, and changing needs.
- **continuous evolution and deployment** – there will be an increasing need to integrate new capabilities into a ULS system while it is operating. New and different capabilities will be deployed, and unused capabilities will be dropped; the system will be evolving not in phases, but continuously.
- **heterogeneous, inconsistent, and changing elements** – a ULS system will not be constructed from uniform parts: there will be some misfits, especially as the system is extended and repaired.
- **erosion of the people/system boundary** – people will not just be users of a ULS system; they will be elements of the system, affecting its overall emergent behavior.
- **normal failures** – software and hardware failures will be the norm rather than the exception.
- **new paradigms for acquisition and policy** – the acquisition of a ULS system will be simultaneous with the operation of the system and require new methods for control. No centralized authority will be able to successfully manage an ULS system due to its scale.

A relation to the SoS field is given by the authors themselves, pointing out that the ULS systems share some concepts with the idea of virtual SoS, presented in (Maier 1998).

### 2.2 Cyber-physical systems

The concept of **cyber-physical systems (CPS)** is relatively new even though the driving forces behind it are not. Looking at the scientific background of the people involved in the CPS field, it appears to stem mainly from such areas as real-time computing, distributed control systems, wireless sensor networks, and mobile systems. This view is confirmed by the challenges and applications, discussed within the CPS community.

The creation of the new research direction began with a series of workshops supported by the US National Science Foundation (NSF), related to the CPS and their possible applications to aviation, manufacturing, medical devices, and software development, see (CPS Steering Group 2008). This led to the importance of CPS being recognized at a relatively high level of US administration (US President’s Council of Advisors on Science and Technology (PCAST) 2007) which served as a catalyst for the current highly vibrant research activity within the field.

The PCAST report noted that the NIT (Networking and Information Technology) R&D-portfolio was imbalanced in favor of low-risk (small-scale and short-term) projects, a situation that is paralleled by several European countries, which was indicated as a risk to the long-term position of the USA as one of the field leaders. The recommendation was to substantially increase funding within four selected areas of NIT field, with the area of “NIT Systems Connected with the Physical World (which are also called embedded, engineered, or cyber-physical systems)” holding the first place on the list of four (the other prioritized research areas were software, digital data and networking).
The workshop series that preceded the establishment of the CPS community helped to create a common understanding of the CPS-term. Generally, cyber-physical systems are defined as networked engineered systems that extensively rely on computation and communication technology, and are deeply embedded in and interacting with physical processes to add new capabilities to physical systems, see e.g. (CPS Steering Group 2008), (CPS Summit Report 2008), (Rajkumar, et al. 2010), (Sha, et al. 2009), (Lee 2009). Although the notion of CPS is closely related to such concepts as networked embedded systems or pervasive computing, the founders of the new research community argued that a new term was needed to emphasize the strong focus that should be placed equally on physical, computational and communicational aspects of CPS. They argued that although computer and control sciences have coexisted since the beginning of 1940-ies, not much has been done to bring these fields closer to each other. To address this, the new research community should avoid neglecting the physical reality, such as measurement noise, communication delays, power consumption, disturbances, and inaccuracies in actuation, etc. when designing computer systems. On the other hand, computers should not be conceived as infallible when modeling physical processes.

It is pretty safe to say that most future technical devices will fall into the category of things that are both cyber and physical in some respect. It is envisioned that CPS will play an important role in such areas as future energy systems, transportation systems, health care, manufacturing, living environments, climate monitoring, agriculture, defense, etc. Thus, the number of possible applications and challenges for the CPS research and development community is vast. A number of challenging research topics have been outlined in the literature as a result of the extensive workshop work within the newborn CPS community:

- **Composition** – CPS are assumed to be highly heterogeneous, both in terms of their components and imposed design requirements. Current compositional frameworks are generally tailored for specific problem areas and not designed to cope with such heterogeneity (CPS Steering Group 2008). Thus, a new theory of system composition is needed. The theory should account for different time scales, location, memory requirements, cost, energy and security requirements of the components. Further, it should be able to describe both deterministic and probabilistic requirements, as well as both time- and event-based systems.

- **Robustness, reliability, safety and security** – systems will be exposed to unexpected failures, uncertainties in the environment, and adversary attacks, both on cyber and physical levels. This will become even more challenging as the system scale, complexity, and openness rise. Of course, this must be dealt with, especially when it comes to safety critical services. Similarly, upgrade of running devices is unavoidable in the long-run and should be done in a safe way. Adaptability, recovery modes, redundancy, self-organization, and reconfiguration have been mentioned as possible solutions.

- **Privacy** – the substantial amount of transmitted data that is expected in networks of CPS, in particular time and location related data raises the question about privacy. This is further complicated by the fact that there are often limits on how much information physical systems can hide.

- **Trust** – related to both security and privacy. How can we trust a system to behave acceptably, both with respect to our purposes and in terms of not revealing more about us than we are ready to accept? Which parts and signals of CPS can be trusted and to what degree? How to handle untrusted sources?
• Decentralization of sensing, computation and control – CPS are inherently distributed, which makes the idea of centralized control inconceivable. Instead, some sort of decentralized control strategies or incentives for desired behavior are needed. Questions arise as to what information should be collected and when; where, how and when should this information be treated; which parts of the systems should be controlled or simply affected by which other parts, etc.

• Verification, validation, testing and certification – verification of timed systems requires generally an exponential effort. However, some sort of “correct-by-construction” approach and online verification of certain key properties are needed. This is even more important for open systems and systems based on wireless communication.

• Architecture – new network protocols must be designed for large-scale CPS. Also, the architectural structure should be able to capture a variety of physical information, while promoting important CPS properties, such as composability, schedulability, component-based verification, safety, and decentralized control.

• Programming abstractions – new programming abstractions will be needed to explicitly capture and control real-time properties of CPS. This might lead to a rethinking of the traditional split between programming languages and operating systems. Model-based development tools are expected to gain ground.

2.3 Pervasive / ubiquitous / context-aware computing
The most profound technologies are those that disappear. With these legendary words began Mark Weiser’s article that is often referred to as the starting point of ubiquitous or pervasive computing (Uobicomp), (Weiser 1991). In fact, Weiser’s ideas are still valid even today. The main thought is that computing devices are expected to become seamlessly integrated into the everyday world. For this to happen, two main prerequisites are needed. Firstly, the number and density of embedded devices interacting with humans and each other should be large. In other words, computers should be all around us (ubiquitous) and pervade most aspects of the human life. Secondly, the computing devices must become invisible in the sense that they operate without distracting users more than absolutely necessary.

To achieve this vision of non-distraction, the awareness of computing systems about their surrounding contexts has been considered as central. A rather broad and logical definition of context refers to it as any information that can be used to characterize the situation of an entity, where an entity is a person, a place, or an object that is relevant to the interaction between some application and its user (Abowd, et al. 1999). Naturally, the actual choice of which information to consider as relevant is strongly dependent on the application, which in practice has led to a quite sprawling usage of the term context.

While most early context-aware application focused on the user location as the main object of study, (Schilit, Adams and Want 1994) presented a more embracing description of context that can be partitioned into three main context types:

• Computing context (network connectivity, communication cost, available bandwidth, nearby resources, etc.).
• User context (user identity, profile, location, social situation, etc.).
• Physical context (lighting, noise, traffic condition, temperature, etc.).
In (Chen and Kotz 2000), temporal information is proposed as a fourth type of context. More on context-awareness can be found in e.g. (Baldauf, Dustdar och Rosenberg 2007), where a survey of different design principles and context models for context-aware systems is given, or (Abowd and Mynatt 2000) that outlines the research progress during the 1990-ies, together with some thoughts about the future.

When looking back at the history of the computer science, it becomes evident that the idea of pervasive computing came forward as a logical consequence of previous research within distributed systems and mobile computing, (Satyanarayanan 2001). The distributed systems field contributed with the understanding of such questions as remote communication, fault tolerance and security. The mobile computing on its hand laid ground for such technologies as adaptive applications, energy-efficiency and context-awareness. However, while mobile systems were designed to be both context-aware and reactive, the pervasive computing took another step and is often described as a proactive technology, not only concerned with collecting the information about the surrounding context, but also with acting on and adapting to that context, all the time with the aim of blending into the background. The research challenges mentioned in (Satyanarayanan 2001) that trace their origins to the field of distributed computing are the questions of scalability, heterogeneity of components, privacy, and trust.

In (Saha and Mukherjee 2003), the above challenges are reiterated, while pro-activeness is generalized to smartness and an additional challenge of integration is presented. Interestingly for our scope, the idea of federations of components that require some sort of coordination is mentioned as a prerequisite for the integration process. Smartness, on its hand, is defined to go beyond mere algorithm development and to include a deeper understanding of the physical space.

In (Estrin, et al. 2002), the immense scale and extreme dynamics in demand of the envisioned pervasive systems are mentioned as future research challenges. In many cases, passive energy-saving vigilance will be a sufficient task of a pervasive system, while at other times frantic activity, often concurrently with other devices, will be required. How to cope with these opposing types of activities is an open question. Other presented challenges are variability in structure and tasks of the devices and systems, autonomy considerations, systems complexity, etc. Further, there is a need for the development of such technologies as programming models, closed-loop control, predictability, diagnosability, environmental compatibility, system-wide architecture that supports interrogating, programming and manipulating physical world, capability to self-organize, handling of stochastic communication delays, anonymity preservation, and energy harvesting. Interestingly, a number of the above challenges could be attributed to the field of cyber-physical systems, or even to the internet of things, or multi-agent systems, reviewed in the following sections.

To mention a recent publication within the Ubicomp field, (Bardram and Friday 2009) emphasize the following challenges:

- Resource-constrained devices
- Volatile execution environments (how to discover and connect to other devices?)
- Heterogeneous execution environments
- Fluctuating user environments (many-to-many relationships between users and devices)
- Invisible computing (autonomic computing, pro-active computing, graceful degradation)
- Security and privacy
Again, most of these characteristics could be easily attributed to any of the other research directions that are reviewed in our work. For example, resource-constrained devices form the cornerstone of the CPS field. Both autonomy and fluctuating user environments are paralleled in the SoS world by Maier’s idea of virtual SoS, and the autonomy and connectivity characteristics of (Boardman, Pallas, et al. 2006). As will become evident in the following, the pro-activeness, autonomy, heterogeneous and fluctuating user environments are quite common properties of multi-agent systems. Finally, the question of how to discover and connect to other devices is central to the concept of internet of things, while the security and privacy considerations are recurring in all of the above fields.

To conclude, the pervasive computing research seems to be a rather human centered discipline. In fact, the notion of invisibility, so prevalent in this field, presupposes that human perception of pervasive systems is taken into consideration. This might explain why the majority of pervasive applications have traditionally been of a rather modest scale, focusing on limited groups of people that interact with the smart objects in their vicinity (Estrin, et al. 2002). However, this focus is starting to shift, with an increasing number of researchers realizing that the future belongs to large-scale heterogeneous systems (Lukowicz, Choudhury and Gellersen 2011).

2.4 Internet of things

According to Kevin Ashton, the term Internet of things (IoT) came into being at a presentation he held at Procter & Gamble in 1999 (Ashton 2009). He argued that human beings were limited in their ability of capturing and processing data about the real world. Instead, computers or things should be empowered to be central actors of the future internet. These ideas lead to the creation of Auto-ID Center at MIT, with the vision of a world where

“all electronic devices are networked, ... using physical tags that allow remote, contactless interrogation of their contents; thus, enabling all physical objects to act as nodes in a networked physical world.” (Sarma, Brock and Ashton 2000).

The Auto-ID Center soon expanded into Auto-ID Labs, a network of research institutions collaborating on a common mission of enabling every physical object anywhere in the world to be uniquely identified. The idea was to use the existing internet structure, upon which object tracking and information sharing possibilities would be added. The main results of this mission were the development of the Electronic Product Code (EPC) standard and Radio Frequency IDentification (RFID) technology. In the last decade, such focus on things and their identity has been one of the major driving forces within the IoT community.

However, the scope of the IoT research and the meaning of the term itself have grown considerably during this time. Even though a consistent definition of the IoT is still missing, the following vision presented by the European research initiative on IoT (Cluster of European Research Projects on the Internet of Things 2010) is quite representative of today’s broader understanding of the term:

“The Internet of Things is an integrated part of Future Internet and could be defined as a dynamic global network infrastructure with self-configuring capabilities based on standard and interoperable communication protocols where physical and virtual “things” have identities, physical attributes, virtual personalities and use intelligent interfaces, and are seamlessly integrated into the information network.”

With this definition in mind, it is not surprising that the research within the IoT field is considered to be built up of three underpinning legs, namely the “things”-, “internet”-, and “semantic”-oriented
approaches (Cluster of European Research Projects on the Internet of Things 2010) (Atzori, Iera and Morabito 2010). While the “things” part of the IoT research focuses on unique identifiability, the “internet” part is primarily concerned with enabling connectivity of things by means of generic and energy-efficient communication protocols. The “semantic” research has studied questions of how to represent, store, search and organize vast amounts of data that are expected in the global IoT. This research part also includes the notions of intelligence and self-organization.

A core part of the communication research is related to the wireless sensor networks (WSN) technology. This includes such issues as network architectures, communication protocols, energy-efficiency, programming languages, operating systems, security, etc. Several lightweight operating systems, specially tailored for WSN applications, have been developed, with the most popular probably being the TinyOS (Levis, et al. 2005) and Contiki OS (Dunkels, Grönvall and Voigt 2004). When it comes to the communication protocols, the notion of Web of Things was recently introduced (Guinard and Trifa, Towards the Web of Things: Web Mashups for Embedded Devices 2009) to represent the reuse and extension of current web protocols, such as HTTP, to the domain of things. This seems as a relatively simple and yet promising idea that may allow to take a leap in interconnecting heterogeneous things. However, a possible drawback of such a general approach is a higher communication overhead (Guinard, Trifa and Mattern, et al. 2011), which may lead to unsatisfactory energy consumption for some real-time applications. For a more thorough review of the WSN technology, the interested reader is referred to (Karl och Willig 2005) or (Yick, Mukherjee and Ghosal 2008).

In a survey paper on IoT (Atzori, Iera and Morabito 2010), a number of enabling technologies were presented. Besides the already mentioned RFID and WSN technologies, the focus was laid on middleware architectures, preferably based on service oriented approaches. Also, trust, privacy, and security issues were mentioned. A number of potential applications of IoT were grouped according to their domain:

- Transportation and logistics, including assisted driving, mobile ticketing, monitoring environmental parameters, and augmented maps.
- Healthcare, including tracking in hospitals, patient identification, staff authentication, automatic data collection and transfer, and real-time health sensing.
- Smart environments, such as comfortable homes and offices, industrial plants, as well as smart museums and gyms.
- Personal and social domain, including social networking, trend queries, loss and theft recovery.
- Futuristic applications, such as robot taxi swarms, city information models, enhanced game rooms.

In (Katasonov, et al. 2008) the semantics-oriented view of IoT challenges is given, with the main issues being the heterogeneity of components, standards, data formats, protocols, etc., and the immense scale of the future IoT. The vision of a true interoperability between components of different types, rather than just interconnectivity, is presented, including such questions as automatic service discovery and emergent functionality. The proposed solutions include semantic and agent-based technologies.
Similar view of the future IoT challenges is outlined in (Haller, Karnouskos and Schroth 2009), where the questions of identification, addressing (including logic addressing based on certain properties), heterogeneity of components, service discovery mechanisms, context-sensitivity, composition of services (possibly using some sort of semantics), and service intermediaries are discussed. Interestingly, the focus of the above paper is not purely technical. It is argued that the future business processes will be decomposed into distributed process steps due to the competitive advantages of a better information supply and faster decision-making that this approach promises. Consequently, the current lack of real business cases is mentioned as one of the main challenges to the IoT.

An interesting elaboration on the current and the envisioned state of affairs within the European IoT research was presented in a recent European Commission report (Cluster of European Research Projects on the Internet of Things 2010). More than 30 research activities within the scope of IoT financed by the European Commission were shortly introduced, together with a strategic research agenda for the years to come. The objectives of the report was partly to foster the collaboration between different research groups, and partly to define the IoT term, identify its application domains and enabling technology, as well to formulate more detailed short-, medium- and long-term research agendas.

While the above report’s definition of the IoT was already mentioned earlier, an excerpt from its vision statement further emphasizes the different parts of the emerging field:

“Internet of Things hosts the vision of ubiquitous computing and ambient intelligence enhancing them by requiring a full communication and a complete computing capability among things and integrating the elements of continuous communication, identification and interaction. The internet of Things fuses the digital world and the physical world by bringing different concepts and technical components together: pervasive computing, miniaturization of devices, mobile communication, and new models for business processes.”

Interestingly, besides the reference to ubiquitous computing, this vision comprises the physical, communicational, and computational aspects that are often referred to as the distinguishing features of cyber-physical systems.

Returning to the European Commission report, the portfolio of possible applications showed to be quite vast, a seemingly unavoidable consequence of clustering together a large number of research groups. The result was the following list of IoT application domains: aerospace and aviation, automotive, telecommunication, intelligent buildings, healthcare, independent living, pharmaceutical, retail, logistics and supply chain management, manufacturing and product lifecycle management, oil and gas, safety, security and privacy (e.g. earth quake surveillance, building monitoring, equipment and personnel surveillance), environment monitoring, people and goods transportation, food traceability, agriculture and breeding, media, entertainment and ticketing, insurance, and recycling.

Looking through the list of enabling technologies, a number of familiar concepts can be found, including scalability, resource-efficiency, identification technology, decentralized architecture, business concepts, communication technology, mobility and network discovery, heterogeneity of hardware and software, autonomy, adaptability and self-organization, data processing, standardization, security and privacy, etc.
Finally, a research agenda for each technology area, partitioned into time periods 2010-2015, 2015-2020, and beyond was proposed. The medium-long-term research questions included privacy-aware identification, adaptive, context-based or even cognitive architectures, self-organizing networks, goal-oriented software, smart and tiny sensors, context-aware data processing, energy harvesting, self-adaptive security mechanisms, and standards for cross interoperability with heterogeneous networks, to mention a few.

### 2.5 Multi-agent systems

The idea of autonomous agents and their composition into multi-agent systems (MAS) have been discussed extensively in the computer science society since the late 1980-ies. Nevertheless, also this field lacks a general widely accepted definition of its naming term.

In (Franklin and Graesser 1997), an overview of existing agent definitions up to that date is given, together with a new unifying definition, aiming at being maximally permissive with respect to the previous work, while drawing a distinction between an agent and an ordinary software program. The exact phrasing of this definition is:

> “An autonomous agent is a system situated within and a part of an environment that senses that environment and acts on it, over time, in pursuit of its own agenda and so as to affect what it senses in the future.”

Apparently, such definition can be applicable to a very wide range of systems, putting the usefulness of the approach in question. To remedy this problem, the authors propose to use more fine-grained classification schemes to describe e.g. communicative agents, mobile agents, learning agents, etc.

Besides its slight vagueness, the above definition makes a tight coupling between an agent and the surrounding environment. Thus, if an agent loses its ability to sense or act due to a change in the environment, it is no longer considered as an agent according to the above definition.

Also, with respect to the systems perspective, the above definition is lacking an important property, namely the ability to communicate. Thus, we choose to adopt another well-cited and clearly stated definition (Wooldridge and Jennings 1995), where an agent is said to be a hardware or software-based computer system with the following properties: autonomy, social ability (communication), reactivity (sensing and acting), and pro-activeness (goal-directed behavior).

Note that the question of whether MAS should have a common overall goal is not explicitly mentioned. In fact, early work on MAS focused on common system goals while as time passed, more open MAS architectures, consisting of self-interested agents have become an equally popular subject of study. In both cases, MAS are generally considered as decentralized, dynamic systems. As pointed out in (Jennings 2000):

> “Agent-based techniques are the ideal computational model for developing software for open, networked systems (such as the Internet). … Open, networked systems are characterized by: no single controlling organization, diverse range of stakeholder interests, constant change.”

As a consequence, interactions between agents are assumed to evolve dynamically and are generally not specified in detail at the design time, even though the structure for such interactions may (and often should) be designed.
When the notion of agents started to gain momentum in the research community, drawing the best features from the object-oriented (OO) programming and knowledge engineering, it was strongly hyped as the next programming revolution. The main reasons were probably the benefits of intelligence and flexibility that the agents promised, together with a solid underlying foundation of the OO-paradigm. In fact, the main difference between the OO and agent-based software development is that agents generally have the right to decide on their own about executing some requested task or not. Another difference is that agents don’t really need a request to start execution. If properly used, these characteristics may offer substantial possibilities to adapt in a beneficial way to changing environment. However, on the downside, this makes any system of agents more unpredictable and complex.

Since the predictability property has traditionally outweighed the need for flexibility in systems design, the MAS technology has not yet succeeded in achieving its full potential. Despite a vibrant research activity, the industrial impact of MAS has been relatively low. However, the requirements on flexibility, autonomy, and openness of systems and their constituents are increasing. The question of whether and under which circumstances the MAS technology would be of practical interest was addressed in a position paper on the usefulness of MAS in power engineering (McArthur, et al. 2007). Although that paper was directed towards a specific application domain, most of the conclusions drawn there are of a rather general nature. The general recommendation is to use MAS in applications that would benefit tangibly from the autonomy of its constituent systems. Characteristics of such applications include:

- Requirements for interaction between distinct conceptual entities, such as different control subsystems and plant items. Potential benefits include simpler logic in each control entity, better track of local states, and increased ability to rapidly respond to unexpected events.
- A very large number of entities must interact, where it would be impossible to explicitly model the overall system behavior.
- There is enough data/information available locally to undertake an analysis/decision without the need for communication with a central point.
- New functions need to be implemented within existing legacy systems.
- Over time, there is a requirement for functionality to be continually added or extended.

When it comes to the benefits of MAS, (McArthur, et al. 2007) mention robustness, extensibility, flexibility, and improved modeling opportunities. The robustness stems partly from the idea of intelligent self-adaptation of actions to changing environment and partly from the relative simplicity of building in redundancy into MAS, both physical and functional, providing higher fault tolerance. Extensibility follows naturally from the encapsulating nature of agents (for example, legacy code wrapping is often mentioned as a particularly suitable application of MAS technology), while flexibility can be highlighted by the freedom to choose, either manually or automatically, an appropriate mix of agents in any given situation. Finally, the MAS architecture is particularly suitable for modeling and simulation of systems consisting of rather simple components that combined together produce complex emergent behavior.

To succeed in transferring the theoretical advancements within the MAS field to industrial applications, some challenges were identified:

- Common standards for data, platforms, and agent communication languages.
• Toolkits for the re-use of existing agent behaviors and capabilities.
• Security and measures to determine the level of trust between agents.
• Mobility of code.
• Lack of experience in the use of MAS technology in industry.

Additional challenges, complementary to the above list can be found in (Jennings, Sycara and Wooldridge 1998):

• Coordination of common goals:
  – How to formulate, describe, communicate and allocate problems and synthesize results among a group of intelligent agents?
  – How to enable individual agents to represent and reason about the actions, plans, and knowledge of other agents in order to coordinate with them? How to reason about the state of their coordinated process (e.g., initiation and completion)?
• Resource allocation:
  – How to effectively balance local computation and communication? More generally, how to manage allocation of limited resources?
• Conflicting goals and actions:
  – How to ensure that agents act coherently in making decisions or taking action, accommodating the nonlocal effects of local decisions and avoiding harmful interactions?
  – How to recognize and reconcile disparate viewpoints and conflicting intentions among a collection of agents trying to coordinate their actions?
  – How to avoid or mitigate harmful overall system behavior, such as chaotic or oscillatory behavior that may occur in a society of self-interested agents?

An additional complementary and somewhat overlapping list of MAS challenges is drawn by the roadmap for the agent-based technology, funded by the European Commission’s Sixth Framework Programme (Luck, et al. 2005):

• Industrial strength software development methodology.
• Agreed standards for open systems development – agent- and non-agent based.
• Infrastructure for open agent communities – for example new web standards.
• Reasoning in open environments – e.g. automation of coalition formation, representation of norms and legislation, negotiation mechanisms, etc.
• Agent adaptation and learning – scalability and user trust are important issues.
• Trust and reputation – e.g. reputation mechanisms, social rules, enforcement of sanctions, electronic contracts, etc.

In addition to the above challenges, a speculative thought is that a broad introduction of MAS into industrial products has been hampered in some sense by the agents becoming too smart. In fact, the idea of cooperating agents was early adopted by the artificial intelligence (AI) society, to the extent that the agent technology has become the most active area of research within that field. Classical AI approaches to agent modeling were based on so-called deliberative or symbolic architectures (Wooldridge and Jennings 1995). The idea was to let each agent contain an explicit symbolic representation of the surrounding world, striving to attain human-like decision making via logical
reasoning, pattern matching and symbolic manipulation. The problem with this approach was that even rather trivial problems, modeled in this way, resisted efficient treatment. Extensions of symbolic representations to include beliefs, desires, intentions, time, etc. showed to lead to highly undecidable logic, rendering such approaches unusable in any time-constrained system (Chapman 1987) (Russell and Wefald 1991). Even successful solutions had difficulties to scale up.

Dark as the above picture might seem, it only represents a portion of the MAS history. In fact, the above shortcomings are mainly caused by an exaggerated focus on the AI aspects. However, the equality sign between MAS and AI is a common misconception. Instead, as pointed out in (McArthur, et al. 2007), MAS provide a framework for building distributed systems that may integrate different AI techniques if and where appropriate. Similar view is supported in (Wooldridge and Jennings 1998), where it is recommended to use a minimum of AI techniques to avoid one of the typical pitfalls of over-engineering the agents design.

At the same time, the AI field itself has experienced a significant progress, generating a large number of successful methods and commercial products. For example, to address the shortcomings of deliberative modeling, reactive architectures that did not use symbolic reasoning, were proposed. One of these was the subsumption architecture (Brooks 1991), arguing that complex systems should be built up incrementally into stable intermediate forms, based on a collection of simple rules instead of a complete representation of the world. Even though this approach needs to be tailor-cut for any specific application, it laid ground for the successful deployment of the Mars Pathfinder in 1997. Later, hybrid architectures that combine the best ideas of deliberative and reactive modeling have appeared, see e.g. (Wooldridge and Jennings 1995). Another area where agent-based technology has been successfully applied is the programming of wireless sensor networks (Fok, Roman and Lu 2005).

Of course, there is an ongoing activity to address the above challenges. For example, the already mentioned work on the usage of MAS in power engineering (McArthur, et al. 2007) identified nearly 70 MAS application papers, only within the power systems domain, that could be attributed to four main categories: distributed control, modeling and simulation, monitoring and diagnostics, and protection. There is also a unifying thrust in the MAS research, mainly in the form of the Foundation for Intelligent Physical Agents (FIPA), a standards organization that was formed in 1996 and included into IEEE Computer Society in 2005. Up to date, FIPA has produced a number of standards and agent communication languages (ACL), notably FIPA-ACL, that are gaining ground in the MAS community. This has laid the foundation for several open-source FIPA-compliant development toolkits for agent systems, such as JADE (JADE - Java Agent DEvelopment Framework 2011), Zeus (Zeus Agent Toolkit 2011), and FIPA-OS (FIPA-OS Toolkit 2011).

3 Conclusions
This review focused on five major areas of research that were identified to be related to the notion of federated embedded systems (FES), namely systems of systems (SoS), cyber-physical systems (CPS), pervasive / ubiquitous computing (UbiComp), internet of things (IoT), and multi-agent systems (MAS). These research fields have been developing separately, both with respect to activity periods, research communities, and underlying theoretical bases.
While the SoS research sprung out of the engineering management field, it offers a taxonomy, suitable for different types of systems. Besides providing various SoS stakeholders with a common language, of course assuming that some SoS definition is adopted, the SoS research has addressed such issues as management of evolving systems, modeling, architecting, emergent behavior of complex systems, etc. The scope of possible applications is rather wide, including such domains as avionics, defense, wireless sensor networks, electrical power plants, robotics, transportation systems, health care, etc., see e.g. (Jamshidi 2008). The distributed, decentralized, heterogeneous, large-scale, and emergent nature of a typical SoS clearly resembles the idea of FES, especially if the socio-technical approach is adopted. An arguable difference is the stronger focus that the FES places on the technical side of the systems study, specifically targeting embedded systems.

On the other hand, the CPS term enjoys a coherent definition thanks to the excellent work on CPS foundations, carried out in 2006-2008. Despite this fact, the theoretical and technological focuses within the field are varying. As already mentioned, CPS related applications can be found in a number of different domains. When it comes to the diversity of the theoretical background, the above list of challenges, based in such research areas as real-time computing and networked control theory, speaks on its own. Partly due to the origins of the CPS field, currently quite a large portion of the ongoing work is concerned with timing or control issues. Differently from SoS or FES, the CPS community generally (but not always) seems to assume that the systems have a fix set of pre-engineered requirements and interconnections. The approach is strongly technical, as opposed to the more people and organization oriented focus of SoS. In our opinion, the focus of FES, including such aspects as business models, human-machine interaction, and open, dynamic system structures, fits in somewhere between the CPS and SoS fields in this respect.

The ubiquitous computing research seems to be a rather human centered discipline. In fact, the notion of invisibility, so prevalent in this field, presupposes that the human perception of pervasive systems is taken into consideration. This might explain why the majority of pervasive applications have traditionally been of a rather modest scale, focusing on limited groups of people that interact with the smart objects in their vicinity (Estrin, et al. 2002). However, this focus is starting to shift, with an increasing number of Ubicomp researchers realizing that the future belongs to large-scale heterogeneous systems (Lukowicz, Choudhury and Gellersen 2011).

The emerging research on the internet of things is strongly colored by the identification, communication and semantics technologies. It is cross-cutting between different disciplines, and incorporates or is interrelated with, either explicitly or implicitly, such fields as ubiquitous computing, ambient intelligence, semantic web technology, RFID, wireless sensor networks, and even multi-agent systems and cyber-physical systems. A difference with many other approaches to distributed systems is the scale of the envisioned global network. However, the actual network scale could be easily adaptable to any particular application, for example by means of secure gateways. Of course, such a solution would put high demands on the security and privacy technologies. Nonetheless, the prospects look promising, not least since several important funding strategy documents have recently selected the IoT as one of the core future challenges of our society.

Finally, a review of MAS-related literature draws a picture of a vibrant research field that has experienced its highs and lows during almost three decades. The numerous theoretical contributions are often software-centered and include such notions as software modeling and architecting, trust
Federated Embedded Systems – a review of the literature in related fields

and reputation, organizational and environmental structures, interoperability, and different kinds of intelligence aspects. A number of pitfalls, expectations, challenges, and applications have been examined and the ground seems to be paved for a more concentrated effort on transferring the research ideas into the industrial use. To restate the view of the power engineering community (McArthur, et al. 2007): “MAS technology is maturing to the point where meaningful industrial applications are achievable.” The main missing ingredients are, at least to begin with, more agreement on standards, e.g. such as FIPA standards, agent development tools and methods, as well as more experience on industrial-scale implementations of the agent technology.

Apparently, the reviewed research fields overlap in several ways. Obvious similarities are their visions of smart, identifiable, heterogeneous, ubiquitous systems, often embedded in some sort of physical devices, which interact with each other and in consequence form higher level systems. The scales of such supra-systems vary, from the world-wide internet of things to relatively small systems of pervasive computers or multi-agent systems. Interestingly, while voices have been raised within the IoT-community about the need of studying smaller systems that are only connected to the IoT through some dedicated gateways, on the other side of the scales, both Ubicomp and MAS researchers realize the importance of scaling up their technology to the envisioned sizes of future networks of communicating objects. Similar reasoning can be recognized in the SoS community, represented by the idea of ultra-large-scale systems (Northrop, et al. 2006).

A look at the applications that are addressed by the above research directions also reveals a strong coherence. Instead, the differences between the fields lie mainly in their focuses of study and scientific backgrounds. It seems thus quite believable that the above fields are about to merge to some extent. In the process, challenges within all of the above focus fields will require to be addressed, such as for example systems architecture, process management, scheduling, reliable communication, identifiability, human-machine interfaces, smartness, flexibility, to mention just a few. Hopefully, the anticipated merging will roll out consciously, drawing on the unique progress and competences of each of the highlighted fields.
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