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1. Introduction

Abstraction as mechanism to simplify complex planning problems have been studied in artificial intelligence [Yan97, Kno94]. However as a heuristic to solve scheduling and resource allocation problems we have not so far seen any general mechanism described in the literature. The authors of [CLS99] describe an approach to automatically generate meta heuristics using a particular notion of abstraction but do not consider it as a general modelling device.

This paper attempts to lay the the basis of a class of formal systems that can be used to describe scheduling and combined scheduling and resource allocation problems at several levels of abstraction in which operations on the structures of the system define mechanisms to transform a problem description into several subproblems or combine several into one etc. As examples we present a formal model of a train scheduling and vehicle routing problem.

We will proceed top down to define an abstraction hierarchy on a structure of problem parameters, variables, linear relations and resources. A problem is encoded using the notion of a task structure which consist of tasks, task relations and resource descriptors. Tasks are inductively defined data structures used to represent problems at several levels of abstraction, task relations are simple linear arithmetic constraints on the the parameters and variables of the tasks, and resources represent information about the resources allocated to or available to process the tasks.

2. Structures

Definition 2.1. Let a task structure be defined as a triple

$$\langle \{Tsk_i\}_{0 \leq i < l}, \{Rel_j\}_{0 \leq j < m}, \{Res_k\}_{0 \leq k < n} \rangle$$

where each $Tsk_i$ is a task, each $Rel_j$ a relation and each $Res_k$ a resource as defined below. Note that $l, m, n$ may all be 1 in which case the structure is said to be empty.

For a given task structure $Str$ use the following notation to denote its components:

Notation 2.2. If

$$Str = \langle \{Tsk_i\}_{0 \leq i < l}, \{Rel_j\}_{0 \leq j < m}, \{Res_k\}_{0 \leq k < n} \rangle$$

let $tsk(\text{Str})$ denote $\{Tsk_i\}_{0 \leq i < l}$, $rel(\text{Str})$ denote $\{Rel_j\}_{0 \leq j < m}$ and $res(\text{Str})$ denote $\{Res_k\}_{0 \leq k < n}$ and furthermore, for $0 \leq i < l \wedge 0 \leq j < m \wedge 0 \leq k < n$, let $tsk_i(\text{Str})$ denote $Tsk_i$, $rel_j(\text{Str})$ denote $Rel_j$ and let $res_k(\text{Str})$ denote $Res_k$.

2.1. Tasks.

Definition 2.3. Let a task, $Tsk$ be a pair

$$Tsk = \langle \{Tsk\}_{\tau \in \Sigma(Tsk)} : sub(Tsk) \rangle$$

where we will refer to $\Sigma(Tsk)$ as the signature of the task and where

$$\langle \{Tsk\}_{\tau \in \Sigma(Tsk)}$$

denote its task parameters. Its substructure $\text{sub}(Tsk)$ is a task structure as defined above. We refer to $tsk(\text{sub}(Tsk))$ as the subtasks of $Tsk$ and the cardinality of the set of subtasks $|tks(\text{sub}(Tsk))|$ as its arity. We will refer to tasks with empty substructure (i.e. with arity 0) as primitive tasks. We restrict in what follows our attention to tasks with finite signatures that are inductively built over primitive tasks.
Note. Task parameters typically include identifiers, resource requirements, release
time points and various durations. These may be given as constants or as domain
variables, i.e. variables whose values varies over a finite set or real interval. We do
not in general require all the tasks in a structure to have identical signature.

For a given task use the following notation to denote its components:

Notation 2.4. Let \( \text{dom}(\tau(Tsk)) \) denote the domain of each task parameter \( \tau(Tsk) \)
of a task \( Tsk \). In the case of a constant parameter we assume that \( \text{dom} \) returns the
constant. We will identify a task \( Tsk \) for which \( \Sigma(Tsk) = \{ \tau_1, \ldots, \tau_m \} \) with the
\((m + 1)\)-tuple \( \langle \tau_1(Tsk), \ldots, \tau_m(Tsk), \text{sub}(Tsk) \rangle \).

When referring to the components of the substructure of a given task \( tsk_i(\text{Str}) \)
of some structure \( \text{Str} \) we will for conciseness use the notation \( tsk(tsk_i(\text{Str})) \) to
denote its subtasks \( tsk(\text{sub}(tsk_i(\text{Str}))) \), \( \text{rel}(tsk_i(\text{Str})) \) to denote the relations
\( \text{rel}(\text{sub}(tsk_i(\text{Str}))) \) of its substructure and \( \text{res}(tsk_i(\text{Str})) \) to denote the resources
\( \text{res}(\text{sub}(tsk_i(\text{Str}))) \) of its substructure.

We will use subscripts for the initial operator to denote individual elements of
the substructure and finally use the even more concise notation \( tsk_{ij}(\text{Str}) \) to denote
each individual subtask \( tsk_j(tsk_i(\text{Str})) \) in \( tsk(tsk_i(\text{Str})) \).

2.2. Task relations.

Definition 2.5. Let a task relation, \( \text{rel}(\text{Str}) \) of some structure \( \text{Str} \) be a
(linear) relation of the following form:

\[
c_1 x_1 + \ldots + c_k x_k + c_0 = 0
\]

where each \( x_k \) is either a task parameter \( \tau(tsk_i(\text{Str})) \) for some \( tsk_i(\text{Str}) \) in \( tsk(\text{Str}) \)
and some \( \tau \in \Sigma(tsk_i(\text{Str})) \) or a local domain variable or constant and each \( c_k \)
is similarly either a constant numerical task parameter \( \tau(tsk_i(\text{Str})) \) for some \( tsk_i(\text{Str}) \)
in \( tsk(\text{Str}) \) and some \( \tau \in \Sigma(tsk_i(\text{Str})) \) or an arbitrary numerical constant.

Note. Note that any linear inequality can also be expressed in this form by intro-
ducing a local domain variable with lower and upper bounds.

Relations are typically used to state relations between a task and its subtasks and
(partial) orders between the tasks of a structure or the subtasks of a task. The
local variables and constants occurring in the relation may e.g. include resource
parameters (as defined below) of a structure or in the case of relations occurring in
a substructure of a particular task the task parameters of that (super) task.

Definition 2.6. Let an instantiation of a domain variable be a relation that
constrains it to a constant value.

Instantiations are of the form \( \tau(tsk_i(\text{Str})) = c \), i.e. a special case of a task
relations.

2.3. Resources.

Definition 2.7. Let a resource, \( \text{Res} \) be defined as a pair

\[
\text{Res} = \langle \langle \tau(\text{Res}), \tau_{\Sigma(\text{Res})}, \text{sub}(\text{Res}) \rangle \rangle
\]

with signature \( \Sigma(\text{Res}) \) and where we let \( \langle \tau(\text{Res}), \tau_{\Sigma(\text{Res})} \rangle \) denote its resource
parameters and an ordered sequence \( \text{sub}(\text{Res}) \) its sub-resources. We will refer
to the length of the sequence as the arity of the resource and resources that lack
sub-resources, i.e with arity 0, as primitive resources. We restrict in what follows
our attention to resources with finite signatures that are inductively built
over primitive primitive resources.

Notation 2.8. Identify a resource \( \text{Res} \) with signature \( \Sigma(\text{Res}) = \{ \tau_1, \ldots, \tau_m \} \) with
the \((m + 1)\)-tuple \( \langle \tau_1(\text{Res}), \ldots, \tau_m(\text{Res}), \text{sub}(\text{Res}) \rangle \).
Resources typically model various disjunctive constraints\(^1\). Its parameters generally include an identifier, various limits, a selection of elements of the signature of the tasks to which the resource is allocated and a type: e.g. unary disjunctive resource, unary disjunctive resource with setups, cumulative resource with limit, set covering etc. We will not at this point further restrict the class of constraints that resources encode but see section 5.1.3 and 5.2.1 below for typical uses of the construct.

3. Task Structure Consistency

We will distinguish between three types of consistency for a task structure.

**Definition 3.1.** A task structure is said to be linearly consistent if and only if there exists at least one set of instantiations for all the domain variables occurring in the structure such that all task relations are satisfied.

This property is typically decidable in polynomial time.

**Definition 3.2.** A task structure is said to be resource consistent if and only if there exists at least one set of instantiations for all domain variables occurring in the structure such that none of the resource limits is violated.

Formally, this property depends on the semantics of the constraints encoded by the types of the resource of the structure. Neither the complexity of or existence of a procedure to determine this property for some particular resource will concern us further here.

**Definition 3.3.** A task structure is said to be consistent if and only if there exists at least one set of instantiations for all domain variables that occurs in the structure such that all task relations are satisfied and none of the resource limits are violated.

*Note.* Note that the consistency of a task structure have not yet formally been related to the consistency of the substructure of its tasks. Instead we let such relations be defined through certain properties of operations on task structures defined below.

4. Task Structure Operations

Task structure operations are functions on task structures. Although there are many conceivable useful such operations, the following classes of operations are currently our prime concern.

4.1. Linear Operations.

4.1.1. Weakening.

**Definition 4.1.** A function \(\rho\) is a weakening of a task structure \(\text{Str}\) if and only if \(t\text{sk}(\rho(\text{Str})) = t\text{sk}(\text{Str}), \text{res}(\rho(\text{Str})) = \text{res}(\text{Str})\) and each relation in \(\text{rel}(\rho(\text{Str}))\) is implied by the relations in \(\text{rel}(\text{Str})\).

*Note.* The linear consistency of a task structure implies the linear consistency of all its weakenings.

4.1.2. Strengthening.

**Definition 4.2.** A function \(\sigma\) is a strengthening of a task structure \(\text{Str}\) if and only if \(t\text{sk}(\sigma(\text{Str})) = t\text{sk}(\text{Str}), \text{res}(\sigma(\text{Str})) = \text{res}(\text{Str})\) and each relation \(\text{rel}(\text{Str})\) in is implied by the relations in \(\text{rel}(\sigma(\text{Str}))\).

*Notation 4.3.* Strengthening operations that preserve consistency are referred to as consistent strengthenings. Weaker properties of operations include being linearly or resource consistent with the obvious interpretation.

\(^1\)For a systematic exposition of such resource constraints see [Be00].
Definition 4.4. A special case of consistent strengthening operations are those that consistently instantiates all domain variable task parameters in the structure. Such strengthening operations are referred to as consistent assignments, concretions.

Note. Strengthening operations are dual to weakening operations in the sense that the linear consistency of any strengthening $\sigma (Str)$ of a task structure $Str$ is implies the linear consistency of $Str$ itself.

Example. A scheduling algorithm can be seen as consistent assignment of a task structure representing a scheduling problem.

4.2. Structural operations.

4.2.1. Abstraction.

Definition 4.5. A function $\alpha$ is an abstraction of a task structure $Str$ if and only if every task in $t_{sk} (Str)$ occurs as a subtask in exactly one of the tasks in $t_{sk} (\alpha (Str))$.

We consider in particular abstraction operations where the consistency of a task structure $Str$ is implied by the consistency of $\alpha (Str)$. Such an abstraction is referred to as a safe abstraction of $Str$. Not all interesting abstractions will have this property however. Abstractions that do not are referred to as approximations. Some approximations will fulfil weaker properties such as being linearly safe, i.e. where the linear consistency of a task structure is implied by its the consistency of its abstraction.

Note. We do not in general state requirements on how an abstraction $\alpha$ on $Str$ act on the relations or resources of $Str$ but it is often possible to ensure safety of the operation only if relations and resources of the $Str$ are somehow translated to relations and/or resources of $\alpha (Str)$.

Example. Partitioning operations are examples of abstractions. In contrast a set covering is not an abstraction at all since each task must occur as subtask of a unique supertask.

Other examples include abstractions that aggregate tasks and resources to obtain a simpler problem. In some cases strong resource requirements in the abstract structure can ensure that the operation is safe, which is of course a very attractive property. For an a relatively elaborate example see section 5.2.1 below.

4.2.2. Concretion.

Definition 4.6. A function $\kappa$ is a concretion of a task structure $Str$ if and only if the tasks in $t_{sk} (\kappa (Str))$ are all subtasks in exactly one of the tasks in $t_{sk} (Str)$.

We consider in particular concretions $\kappa$ such that for a structure $Str$, the consistency of $\kappa (Str)$ is implied by the consistency of $Str$. Such a concretion is referred to as a conservative concretion of $Str$.

Note. Concretions are dual to abstractions in the sense that for any abstraction operation $\alpha$ of a structure $Str$ there exists a concretion $\kappa_{\alpha}$ such that $\kappa_{\alpha} (\alpha (Str)) = Str$.

4.3. Other operations. We will also consider compositions of the operations defined above. It is often possible to prove stronger properties of composite operations than of simple ones. E.g. that all consistent instantiations of a particular concretion of an abstraction of a structure are also consistent instantiations of the original structure. Such properties are very useful when considering complex problems with several interrelated subproblems or when using approximations to restrict the search for a large problem.

An other class of operation include merging and splitting operations on structures and structure generating operations in general.
5. Examples

To illustrate the intended use of the task structures defined in section 2 we will now give an example of a train planning problem encoded as task structures.

The train planning problem consists of the following two\(^2\) subproblems:

1. A track time slot scheduling problem
2. A vehicle routing and scheduling problem

The first problem amounts to fixing departure times and traversal times on tracks and arrival times and location usage durations at various locations in a rail network. This problem is subject to resource limitations on tasks and at locations and shares certain variables with the vehicle problem that consists of determining routes for vehicles travelling in the network.

5.1. Trip scheduling.

**Definition 5.1.** Represent a trip scheduling problem as a task structure \(T_s\) where each of the tasks \(t_{sk_i}(T_s)\) is a trip task with signature \(\{id, dep, trav\}\) where for any given task \(Trp, id(Trp)\) encodes a unique identifier and \(dep(Trp)\) and \(trav(Trp)\) encode the departure time and traversal duration of the trip respectively while its subtasks \(t_{sk_i}(sub(Trp))\) represent tasks on the track and location resources. For a pure trip scheduling problem there are generally no interesting relations between the trips so we will assume that the set of linear relations \(rel(T_s)\) is empty.

The structure of the problem is instead given by the substructure of each trip and the resources of the structure. The resources of a trip scheduling problem is given in section 5.1.3 below.

5.1.1. Trip substructure. In the simplest case the substructure of each trip encodes the resource requirements of each individual track traversal and location usage. This can be represented by encoding the individual track traversals and location usages as primitive tasks.

**Definition 5.2.** Let each track traversal task \(t_{sk_i}(T_s)\) of \(T_s\) have signature

\[
\{id, trk, dep, trav\}
\]

and arity 0 where \(id(t_{sk_i}(T_s))\) encodes a unique identifier and \(dep(t_{sk_i}(T_s))\) and \(trav(t_{sk_i}(T_s))\) encode the departure time and traversal duration of the trip \(t_{sk_i}(T_s)\) on the track \(trk(t_{sk_i}(T_s))\).

Let each location usage task \(t_{sk_l}(T_s)\) of \(T_s\) have signature

\[
\{id, loc, usg, arr, stp\}
\]

and arity 0 where \(id(t_{sk_l}(T_s))\) encodes a unique identifier and \(usg(t_{sk_l}(T_s))\) the resource requirement of the task while \(arr(t_{sk_l}(T_s))\) and \(stp(t_{sk_l}(T_s))\) encode the arrival time and duration of the stop of the trip \(t_{sk_i}(T_s)\) at the location \(loc(t_{sk_l}(T_s))\).

**Note.** The trip is represented as a task that is related to its subtasks a job to its tasks in traditional scheduling problems.

5.1.2. Linear relations. Recall that \(t_{sk_j}(T_s)\) denotes the subtasks for each trip task \(t_{sk_i}(T_s)\) in the structure \(T_s\) and require that for each trip, that the first of it subtasks \(t_{sk_{i0}}(T_s)\) represents a track traversal task and that each track traversal task is followed by a location usage task. Assume furthermore that the order of the indexes of the subtasks of each trip task encode the path traversed by the trip over the network and that each trip task \(t_{sk_i}(T_s)\) has arity is \(2n_t\). Then the

\(^2\) There is also a third subproblem in this domain that is described in a separate paper [AK01]. The level of detail required to represent this problem falls between the two described here.
following relations must hold between the subtasks of each trip $t_{sk_i}(T_s)$ and thus occur among the relations $rel(sub(t_{sk_i}(T_s)))$ of its substructure:

**Condition 5.3.**

$$\forall (0 \leq j < n_i) \left( dep(t_{sk_i(2j)}(T_s)) + trv(t_{sk_i(2j+1)}(T_s)) = arr(t_{sk_i(2j+1)}(T_s)) \right)$$

$$\wedge$$

$$\forall (0 < j < n_i) \left( arr(t_{sk_i(2j-1)}(T_s)) + stp(t_{sk_i(2j-1)}(T_s)) = dep(t_{sk_i(2j)}(T_s)) \right)$$

This condition simply states the relation between the arrival and stop time of an odd task (a location usage) to the departure and traversal times of any preceding and following track traversals.

**Condition 5.4.**

$$dep(t_{sk_i}(T_s)) = dep(t_{sk_{i0}}(T_s))$$

$$\wedge$$

$$dep(t_{sk_i}(T_s)) + trv(t_{sk_i}(T_s)) = arr(t_{sk_i(2n_i-1)}(T_s))$$

This condition relate the departure and arrival times of the trip with those of the first and last subtasks.

*Note.* Note how the signature elements are used as projection functions to access the parameters of the individual tasks.

The task parameters of the trip $dep(t_{sk_i}(T_s))$ and $trv(t_{sk_i}(T_s))$ are examples of local domain variables in the context of the substructure of the trip.

5.1.3. Network resources. Each subtask of a trip places a requirement on a specific resource. The resource constraints of the trip scheduling problem are subject to non-overlap and cumulative constraints which are, of course, not linear. A straightforward model encode individual tracks as many resources with non-overlap constraints in time and locations as cumulative resources representing e.g. capacity of the switching system at the location. Partition the resources $res(T_s)$ of $T_s$ into two types: track and a location resources.

**Definition 5.5.** Let a **track resource** have signature

\{serialize, id, rel, dur\}

and arity 0 where serialize encodes the fact that the resource can be used by at most one task at any given time. Furthermore, for any given track resource $Trk$, let $id(Trk)$ encode a unique identifier and let for each task $t_{sk_{ij}}(T_s)$ served by $Trk$:

$$rel(Trk, t_{sk_{ij}}(T_s)) = dep(t_{sk_{ij}}(T_s))$$

$$\wedge$$

$$dur(Trk, t_{sk_{ij}}(T_s)) = trv(t_{sk_{ij}}(T_s))$$

encoding that the release time and duration of each track traversal task is represented by its $dep$ and $trv$ parameters respectively.

Let a **location resource** have signature

\{cumulative, id, lim, rel, dur, utl\}

and arity 0 where cumulative encode the fact that the resource can accommodate a limited number of simultaneous usages at any one time. Furthermore, for any given location $Loc$, let $id(Loc)$ encode a unique identifier, $lim(Loc)$ the limit on simultaneous usage and let for each task $t_{sk_{ij}}(T_s)$ served by $Loc$:

$$rel(Loc, t_{sk_{ij}}(T_s)) = arr(t_{sk_{ij}}(T_s))$$

$$\wedge$$

$$dur(Loc, t_{sk_{ij}}(T_s)) = stp(t_{sk_{ij}}(T_s))$$

$$\wedge$$

$$utl(Loc, t_{sk_{ij}}(T_s)) = usg(t_{sk_{ij}}(T_s))$$
encoding that the release time, duration and resource utilisation of each track traversal task is represented by its \( \text{dep}, \text{trv} \) and \( \text{usg} \) parameters respectively.

Note. Note that \( \text{rel}, \text{dur} \) and \( \text{stv} \) are elements of the signature of the resources while \( \text{dep}, \text{trv}, \text{arr}, \text{stp} \) and \( \text{usg} \) are elements of the signature of the tasks that use the resources.

5.1.4. Solutions to a trip scheduling problem. A solver for trip scheduling problems is realised as a strengthening operation that that fixes the departure and traversal times of each track traversal subtask and the arrival time and stop duration for each location usage subtask such that the resulting structure is consistent.

A weaker but often useful notion of a solution to a trip scheduling problem is a strengthening that implies that an arbitrary (further) instantiation of the resulting structure will be consistent. Such a structure can e.g. be used to do conservative rescheduling efficiently.

5.2. Network abstraction. The individual tracks in real network are relatively short and numerous. In addition many of the locations connected by these tracks are irrelevant to the scheduling problem since trains never stop there and the resource limit is one. In order to reduce the problem size we would like to be able to aggregate several tracks and locations into a compound resource. Such an aggregation can be realised as an abstraction operation on the task structure defined in section 5.1.

5.2.1. Track abstraction. Several consecutive tracks and intermediary locations on a path can be aggregated by representing them as an composite track resource. To achieve this we will map the corresponding subtasks of all trips that traverse the sequence of tracks onto individual super-tasks with a more complex resource requirement. This is an example of an abstraction operation. Given certain properties of the parameters of the tasks allocated to this new resource and that the speed of the trip over such an composite track resource can be seen as constant, it is possible to prove that it is also a resource safe abstraction.

Definition 5.6. Let a sequence

\[
\langle \text{res}_{i_0} (T s), \ldots, \text{res}_{i_{2k}} (T s) \rangle
\]

be a track resource aggregate of a structure \( T s \), if its elements are track and location resources from \( \text{res}(T s) \) and \( \text{res}_{i_0} (T s) \) is a track resource and the sequence represent a continuous path in the network, so that each track resource but the last one is followed by a location resource and each task \( tsk_i (T s) \) in \( T s \) that use some part of this sequence also use the whole sequence.

We can then represent these resources as an composite track resource as follows:

Definition 5.7. Let a composite track resource over a track resource aggregate

\[
\langle \text{res}_{i_0} (T s), \ldots, \text{res}_{i_{2k}} (T s) \rangle
\]

for a structure \( T s \) have signature

\{\text{serialized\_headway}, \text{id}, \text{rel}, \text{dur}, \text{stp}\}

and arity \( 2k + 1 \) and let for any given composite track resource \( \text{Cmp}, \text{id}(\text{Cmp}) \) encode a unique identifier and for each task \( tsk_{i_j} (T s) \) served by \( \text{Cmp} \):

\[
\text{rel} (\text{Cmp}, tsk_{i_j} (T s)) = \text{dep} (tsk_{i_j} (T s))
\]

\[
\text{dur} (\text{Cmp}, tsk_{i_j} (T s)) = \text{trv} (tsk_{i_j} (T s))
\]

\[
\text{stp} (\text{Cmp}, tsk_{i_j} (T s)) = \text{hdw} (tsk_{i_j} (T s))
\]
encode that the release time, duration and headway (a setup time parameter) of any composite track traversal task to which $Cmp$ is allocated is represented by its $dep$, $trv$ and $hw$ parameters respectively. Let furthermore the sub-resources of $Cmp$ be

\[
sub(Cmp) = \langle res_{t_0}(Ts),...,res_{t_{|Ws|}}(Ts) \rangle
\]

Let serialized headway encode the fact that the resource can be used by several aggregate track traversal tasks at any given time as long as the following condition holds:

**Condition 5.8.**

\[
S_i + \max(H_i, H_i + D_i - D_j) \leq S_j \\
\forall
\]

\[
S_j + \max(H_j, H_j + D_j - D_i) \leq S_i
\]

where $S_i = dep(Tsk_i)$ and $S_j = dep(Tsk_j)$ are the release times, $D_i = trv(Tsk_i)$ and $D_j = trv(Tsk_j)$, the traversal durations and $H_i = hw(Tsk_i)$ and $H_j = hw(Tsk_j)$, the headway parameters of each pair of tasks $Tsk_i$ and $Tsk_j$.

*Note.* We assume here a new parameter $hw$ of each task scheduled on the composite resource. This parameter encodes a temporal headway between each pair of tasks. The headway is used to enforce a minimal time distance (a setup time) between any two trips traversing any part of the composite resource. The setup time between any two tasks is a function of both this headway and the traversal time of both tasks.

As can be seen from figure 5.1 this encoding guarantees a minimal time distance is between any two tasks even if the traversal times are different. As stated the condition is actually a bit stronger than necessary. It would be sufficient if the red areas in the figure did not overlap.

If our network include single track segments we need to, in addition to the above condition, for each pair of tasks traversing the track resource in opposite directions, ensure also a classic non-overlap condition involving the departure time and traversal duration for the (composite) single track traversal tasks (see figure 5.2).

These conditions are both modelled with a single global constraint (serialized with setup) in the underlying constraint system used in our implementations [C+93].
Definition 5.9. Let the composite track abstraction \( Trp^a_i = \alpha (Trp_i) \) of a trip task \( Trp_i \) with arity \( n_i \) over an composite track \( Trk \) map \( Trp_i \) onto itself unless

\[
\begin{align*}
\exists m \left( \begin{array}{l}
trk(tsk_{m} (Trp_i)) = sub_0 (Trk) \\
\lor (tsk_{m+1} (Trp_i)) = sub_1 (Trk) \\
\vdots \\
\lor (tsk_{m+2k} (Trp_i)) = sub_{2k} (Trk)
\end{array} \right)
\end{align*}
\]

in which case it is instead a task with signature

\( \{ id, trk, dep, trv \} \)

and arity \( n_i - 2k - 1 \) where \( id(Trp_i^a) = id(Trp_i) \), \( dep(Trp_i^a) = dep(Trp_i) \), \( trv(Trp_i^a) = trv(Trp_i) \). Let \( m_i \) represent the index of the primitive track traversal task such that

\( trk(tsk_{m_i} (Trp_i)) = sub_0 (Trk) \)

and map the subtasks \( tsk(Trp_i) \) of the original trip onto \( tsk(Trp_i^a) \) such that

\( \forall (0 \leq j < m_i) \ (tsk_j (Trp_i^a) = tsk_j (Trp_i)) \)

and

\( \forall (m_i - 2k < j < n_i - 2k) \ (tsk_j (Trp_i^a) = tsk_{j+2k} (Trp_i)) \)

and let \( Tsk_{im_i}^a = tsk_{m_i} (Trp_i^a) \) be a new composite track traversal task with

\( \Sigma_{trv'} = \{ id, trk, dep, trv, ldu \} \)

and arity \( 2k + 1 \) where \( id (Tsk_{im_i}^a) \) denotes a unique identifier and \( trk (Tsk_{im_i}^a) = Trk \). Furthermore let its subtasks be the tasks originally using the aggregated resources, i.e.:

\( tsk (Tsk_{im_i}^a) = \{ tsk_{m_i} (Trp_i), \ldots, tsk_{m_i+2k} (Trp_i) \} \)

and its relations \( rel (Tsk_{im_i}^a) \) analogous to those relating these task in the original trip task:

\( \forall (0 \leq j < k) \ dep (tsk_{2j} (Tsk_{im_i}^a) + trv (tsk_{2j} (Tsk_{im_i}^a)) = arr (tsk_{2j+1} (Tsk_{im_i}^a)) \)

and

\( \forall (0 < j < k) \ arr (tsk_{(2j-1)} (Tsk_{im_i}^a)) + stp (tsk_{(2j-1)} (Tsk_{im_i}^a)) = dep (tsk_{2j} (Tsk_{im_i}^a)) \)

and \( dep (Tsk_{im_i}^a) \) and \( trv (Tsk_{im_i}^a) \) are new local variables related to the parameters of its substructure as follows
Condition 5.10.

\[ \text{dep} \left( T s k^0_{m_1} \right) = \text{dep} \left( ts k_0 \left( T s k^0_{m_1} \right) \right) \]
and

\[ \text{trv} \left( T s k^0_{m_1} \right) = \text{trv} \left( ts k_0 \left( T s k^0_{m_1} \right) \right) + \text{stp} \left( ts k_1 \left( T s k^0_{m_1} \right) \right) + \ldots + \text{trv} \left( ts k_{2^k} \left( T s k^0_{m_1} \right) \right) \]

and let \( \text{hdw} \left( T s k^0_{m_1} \right) \), finally be new a constant task parameter.

Note. The choice of this parameter will influence if this operation is a safe abstraction or not. If

\[ \text{hdw} \left( T s k^0_{m_1} \right) \geq \max_{k=0}^{k-1} \left( \frac{\text{trv} \left( ts k_{2^k} \left( T s k^0_{m_1} \right) \right) + \text{stp} \left( ts k_{2^k+1} \left( T s k^0_{m_1} \right) \right)}{\text{trv} \left( ts k_{2^k} \left( T s k^0_{m_1} \right) \right)} \right) \]

and the speed of the trip over the composite track resource can be regarded as constant, then it is straightforward to prove that for each consistent assignment of the new variables \( \text{dep} \left( T s k^0_{m_1} \right) \) and \( \text{trv} \left( T s k^0_{m_1} \right) \) in the abstract structure there will exist a consistent assignment of the concrete structure fulfilling the relations of each composite track traversal task in the abstract structure.

Definition 5.11. Let a mapping \( \alpha \) from a task structure \( T s \) and a track resource aggregate

\[ \langle \text{res}_{s_0} \left( T s \right), \ldots, \text{res}_{s_{2^k}} \left( T s \right) \rangle \]

of \( T s \) to a structure \( \alpha \left( T s \right) \) be a TRACK RESOURCE AGGREGATE ABSTRACTION if an only if \( \text{rel} \left( \alpha \left( T s \right) \right) = \text{rel} \left( T s \right) \) and

\[ \text{res} \left( \alpha \left( T s \right) \right) = \{ \text{Trk'} \} \cup \text{res} \left( T s \right) \setminus \{ \text{res}_{s_0} \left( T s \right), \ldots, \text{res}_{s_{2^k}} \left( T s \right) \} \]

where \( \text{Trk'} \) is a composite track resource over

\[ \langle \text{res}_{s_0} \left( T s \right), \ldots, \text{res}_{s_{2^k}} \left( T s \right) \rangle \]

for \( T s \) and

\[ ts k \left( \alpha \left( T s \right) \right) = \{ \alpha \left( ts k_i \left( T s \right) \right) \mid ts k_i \left( T s \right) \in ts k \left( T s \right) \} \]

5.3. The vehicle routing and scheduling problem.

Definition 5.12. Represent a VEHICLE ROUTING AND SCHEDULING PROBLEM (c.f. e.g. [DHKK97, Sol87]) as a task structure \( R t \) where each of the VEHICLE TASKS \( ts k_i \left( R t \right) \) have signature \( \langle \text{nv}, \text{vt} \rangle \) and represent a (cyclic) route taken by a number \( \text{nv} \left( ts k_i \left( R t \right) \right) \) of vehicles of type \( \text{vt} \left( ts k_i \left( R t \right) \right) \) through the network over \( \text{nv} \left( ts k_i \left( R t \right) \right) \) successive periodic cycles of a predetermined length. Let furthermore the relations \( \text{rel} \left( R t \right) \) consist of one linear relation:

Condition 5.13.

\[ \sum_{v t \left( \text{tsk_i} \left( R t \right) \right) = v t \left( \text{res_j} \left( R t \right) \right)} \text{nv} \left( \text{tsk_i} \left( R t \right) \right) \leq \text{nv} \left( \text{res_j} \left( R t \right) \right) \]

where \( \text{vt} \left( \text{res_j} \left( R t \right) \right) \) represents the vehicle type and \( \text{nv} \left( \text{res_j} \left( R t \right) \right) \) a corresponding limit on the number of vehicles available of that type for each resource \( \text{res_j} \left( R t \right) \) in \( \text{res} \left( R t \right) \).

Note. Note that each vehicle task represents the route taken by several vehicles on successive periods. E.g. if the period length is one day and the \( \text{nv} \left( \text{tsk_i} \left( R t \right) \right) = 2 \), then the time taken to complete a cycle is two days and the vehicle task can be served by two vehicles, one serving the first part of the route on the first day and the second part on the second day while an other vehicle is serving the second part of the route on the first day and the first part on the second. See figure 5.3.
5.3.1. **Vehicle task substructure.** We will use the subtasks $tsk_i(Rt)$ of a vehicle task $tsk_i(Rt)$ to represent the individual trip tasks served by the vehicles allocated to the vehicle task and augment the signature defined for trips in 5.1 with additional parameters relevant to the routing aspect of the problem:

**Definition 5.14.** Let a trip task $tsk_{ij}(Rt)$ have signature

$$\{id, dep, trv, on, of\}$$

with substructure and parameters $id(tsk_{ij}(Rt))$, $dep(tsk_{ij}(Rt))$, $trv(tsk_{ij}(Rt))$ as in section 5.1 while $on(tsk_{ij}(Rt))$ and $of(tsk_{ij}(Rt))$ are used to encode the time needed to ready the vehicle before and release it after the trip $tsk_{ij}(Rt)$. Let furthermore the relations be empty and the resource of the task substructure be defined as in definition 5.15 below.

**Note.** Note that the vehicle tasks here play the role of jobs and the trip tasks that of tasks in a classical sense. This in contrast to the trip scheduling problem formalised in section 5.1 where the role of jobs are played by the trip tasks.

The substructure of the individual trip tasks will not further concern us here but we would like to point out that for the particular formalisation of the routing problem given here no straightforward abstraction of a trip scheduling problem to a routing and scheduling problem will be safe. This means that a particular solution to the routing and scheduling problem may be inconsistent with every solution to the underlying trip scheduling problem.

5.3.2. **Vehicle resources.** If each vehicle task was served by exactly one vehicle the resource requirement on that vehicle could be represented as a precedence relation on the trip tasks served by the vehicle. Since optimal vehicle routes may however be arbitrarily long and need to be served by several vehicles the resource requirement for a given vehicle task becomes more complex. The following formalisation gives a condition that ensures that it is possible for a limited number of vehicles to serve all the trip tasks of a vehicle task.

Since each vehicle task encodes a route taken by several vehicles we will associate with each vehicle task a constraint that allow tasks to overlap in time up to a limit set by the number of vehicles serving the task. However, this is not a classical cumulative but rather amounts to a type of generalised precedence relation that ensures that it is possible to expand the schedule for a single period into a limited number of consecutive periods without any overlap. In figure 5.3 a requirement of this type is illustrated as an expansion of a single period enclosing all trip tasks departure times into two consecutive periods in which a circular route for a vehicle is completed without any overlap of tasks in time.

**Definition 5.15.** Let the resources $res(tsk_i(Rt))$ of each vehicle task $tsk_i(Rt)$ in a vehicle routing and scheduling problem $Rt$ consist of one unique resource $R_i = res_0(tsk_i(Rt))$ with signature $\{finite\_cycle, prd, lngt\}$ which encodes a relation (as outlined above) between all trip task that occur in $tsk(tsk_i(Rt))$. Let $prd(R_i)$ denote the period length after which the trip tasks in $tsk(tsk_i(Rt))$ are to be repeated and $lngt(R_i)$ the time taken by one vehicle to complete one full cycle through the network given in number of the periods required. Assume that the arity of each vehicle task $tsk_i(Rt)$ is $n_i$ and let the resource type $finite\_cycle$ represent that the following condition must hold for all trip tasks in $tsk(tsk_i(Rt))$:

**Condition 5.16.**

$$\exists x_1, \ldots, x_{n_i} \in \{0, \ldots, lngt(R_i) - 1\}$$

$$\left( (x_{i+1} \leq x_i + 1) \land \right.$$

$$\forall j \in \{1, \ldots, n_i\} \left( \frac{dep(tsk_{ij}) + dur(tsk_{ij}) + t_{ij}}{dep(tsk_{i(j+1) \mod n_i}) + x_iprd(R_i)} \right)$$
where $t_{ti}$ is the transition time between task $i$ and its successor $(i+1)\mod n$ in the cyclic sequence of trip tasks and $x_i$ are discrete variables.

Note. The condition effectively counts the number of times we cross a period end.

5.3.3. Solutions to the vehicle routing and scheduling problem. Initially (before the solution of the problem) the arity of each vehicle task will be 1, as will the number of vehicles allocated to each task.

The relations of the structure may well be inconsistent since solving the problem involves partitioning the set of trip task in such a way that the relations are fulfilled.

**Condition 5.17.** Solutions represent the route of each vehicle as the sequence of trips served by the vehicle. If each trip is served by exactly one vehicle a solution constitute a set partitioning of the trips, if not, a set covering. In addition a particular non-overlap relation must hold between the subtasks (trips) belonging to any route. If the the departure and traversal times of each trip is fixed then this overlap conditions is straightforwardly represented as a set of linear inequalities, i.e. as relations in the substructure of each route. Such relations can e.g. be encoded by

$$dcp(tsk_j(R_t_i))+trv(tsk_j(R_t_i))+of(tsk_j(R_t_i)) \leq dcp(tsk_{j+1}(R_t_i))-on(tsk_{j+1}(R_t_i))$$

for every consequent pair of trips $tsk_j(R_t_i)$ and $tsk_{j+1}(R_t_i)$ covered by a route $R_t_i$.

If the time parameters of the individual trips have not yet been fixed, a more complex (nonlinear) condition handling cyclic times may have to be considered.

The possibility of representing such relations over the timing parameters as a resource constraint on the subtasks of a supertask is a is a key mechanism in defining more complex operations on task structures. An example is a property on routes that ensures that every instantiation consistent with it will be possible to serve with the vehicle resource allocated to the route.

5.3.4. Transforming routing problems to and from trip scheduling problems. The transformation of a trip scheduling problem or solution to a vehicle routing and scheduling problem is a straightforward abstraction operation. Note however that this abstraction is not resource safe since a particular solution of a vehicle routing and scheduling problem may impose constraints that are not necessarily consistent with the resource constraints of the trip scheduling problem. A dual concretion
is possible to define imposing the overlap conditions of the routing problem as (additional linear or resource) conditions on the trip scheduling problem. Such an operation would be resource safe which is a very desirable property since this would mean that if we can solve the trip scheduling problem without violating the routing constraints then any solution of the resulting flow problem for the vehicles will be no worse than the one we started from.

6. Conclusions

We have defined a formal language in which a class of scheduling and resource allocation problems can be straightforwardly represented. The advantages of the representation include

- Subproblems can extracted from the representation and solved individually
- Properties of such solutions can be used to further constrain the original problem
- Transformations of problem formulations and solutions are represented as operations with interesting properties that can be formally proved

The paper describes the basic constructs of the formalism and provide some examples of models from a domain that have been the focus of our group over the last several years. The model has been implemented as a decision support tool for analysing medium sized combined vehicle routing and scheduling and trip scheduling problems for the Swedish train operator Greencargo. The implementation does not use the formalism defined above in its full generality but allows many useful problem transformation, (linear) relations and resource conditions not reported here.

Future work include giving a complete formal model of this application and defining additional classes of operations as well as applying the formalism on other problem domains.
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