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Abstract. We first present a generic pruning technique which aggre-
gates several constraints sharing some variables. The method is derived
from an idea called sweep which is extensively used in computational
geometry. A first benefit of this technique comes from the fact that it
can be applied on several families of global constraints. A second main
advantage is that it does not lead to any memory consumption problem
since it only requires temporary memory that can be reclaimed after each
invocation of the method.
We then specialize this technique to the non-overlapping rectangles con-
straint, describe several optimizations, and give an empirical evaluation
based on six sets of test instances of different pattern.
Keywords: Constraint Programming, Global Constraint, Sweep, Non-
Overlapping.

1 Introduction

The main contribution of this paper is to present a generic pruning technique
for finite domain constraint solving\textsuperscript{1}. As a second contribution, we specialize
the technique to the non-overlapping rectangles constraints and evaluate its per-
formance. Finally, we identify and evaluate four optimizations which should be
applicable to many global constraints.

The technique is based on an idea which is widely used in computational
geometry and which is called sweep \cite[pp. 10–11]{sweep}. Consider e.g. Fig. 1 which
shows 5 constraints and their projections on two given variables $X$ and $Y$. Assume
that we want to find the smallest value of $X$ so that the conjunction of
the 5 constraints is feasible for some $Y$. By trying $X = 0, \ldots, 4$, we conclude

\textsuperscript{1}A domain variable is a variable that ranges over a finite set of integers;
min($X$), max($X$) and dom($X$) denote respectively the minimum value, the max-
imum value, and the set of possible values for $X$.\n
that $X = 4$ is the only feasible value. The sweep algorithm performs this search efficiently; see Sect. 3.2 for the details on this particular example.

In dimension 2, a plane sweep algorithm solves a problem by moving a vertical line from left to right\(^2\). The algorithm uses the two following data structures:

- a data structure called the \textit{sweep-line status}, which contains some information related to the current position $\Delta$ of the sweep-line,
- a data structure named the \textit{event point series}, which holds the events to process, ordered in increasing order wrt. the abscissa.

The algorithm initializes the sweep-line status for the initial value of $\Delta$. Then the sweep-line jumps from event to event; each event is handled, updating the sweep-line status. A common application of the sweep algorithm is to solve the segments intersection problem [8, p. 278], with a time complexity that depends both on the number of segments and on the number of segment intersections.

In our case, the sweep-line scans the values of a domain variable $X$ that we want to prune, and the sweep-line status contains a set of constraints that have to hold for $X = \Delta$. The generic pruning technique, which we call value sweep pruning, accumulates the values to be currently removed from the domain of a variable $Y$ which is different from $X$. If, for some value of $\Delta$, all values of $Y$ have to be removed, then we will prune $\Delta$ from dom($X$). The method is based on the aggregation of several constraints that have two variables in common. Let:

- $X$ and $Y$ be two distinct domain variables,
- $C_1(V_{i1}, \ldots, V_{in_1}), \ldots, C_m(V_{m1}, \ldots, V_{mm})$ be a set of $m$ constraints such that $\forall i \in 1..m : \{X,Y\} \subseteq \{V_{i1}, \ldots, V_{in_i}\}$ (i.e. all constraints mention both variables $X$ and $Y$).

The value sweep pruning algorithm will try to adjust the minimum\(^3\) value of $X$ wrt. the conjunction of the previous constraints by moving a sweep-line from the minimum value of $X$ to its maximum value. In our case, the events to process correspond to the starts and ends of forbidden 2-dimensional regions wrt. constraints $C_1, \ldots, C_m$ and variables $X$ and $Y$.

In this paper, we use the notation $(F_x^{-}, F_x^{+}, F_y^{-}, F_y^{+})$ to denote an ordered pair $F$ of intervals and their lower and upper bounds. rand$(S)$ denotes a random integer in the set $S$.

The next section presents the notion of forbidden regions, which is a way to represent constraints that is suited for the value sweep algorithm. Sect. 3 describes the value sweep pruning algorithm and gives its worst case complexity. Sect. 4 presents the specialization of this algorithm to the non-overlapping rectangles constraint, as well as several optimizations. Sect. 5 provides an empirical evaluation of six different variants of the algorithm according to several typical test patterns.

\(^2\) In general, a plane sweep algorithm does not require neither the sweep-line to be vertical nor moving it from left to right.

\(^3\) It can also be used in order to adjust the maximum value, or to prune completely the domain of a variable.
2 Forbidden Regions

We call $F$ a forbidden region of the constraint $C_i$ wrt. the variables $X$ and $Y$ if: \( \forall x \in F_x^-, F_x^+, y \in F_y^-, F_y^+ : C_i(V_i, \ldots, V_{m_i}) \) with the assignment $X = x$ and $Y = y$ has no solution. We say that $X = a$ is feasible wrt. $C_1, \ldots, C_m$ if $a \in \text{dom}(X) \land \exists b \in \text{dom}(Y)$ such that $(a, b)$ is not in any forbidden region of $C_1, \ldots, C_m$ wrt. $X$ and $Y$.

Fig. 1 shows 5 constraints and their respective forbidden regions (shaded) wrt. two given variables $X$ and $Y$ and their domains. The first constraint requires that $X, Y$ and $R$ be pairwise distinct. Constraints (B, C) are usual arithmetic constraints. Constraint (D) can be interpreted as requiring that two rectangles of respective origins $(X, Y)$ and $(T, U)$ and sizes $(2, 4)$ and $(3, 2)$ do not overlap. Finally, constraint (E) is a parity constraint of the sum of $X$ and $Y$.

The value sweep pruning algorithm computes the forbidden regions on request, in a lazy evaluation fashion. The algorithm generates the forbidden regions of each constraint $C_i$ gradually as a set of rectangles $R_{i1}, \ldots, R_{im}$ such that:

- $R_{i1} \cup \cdots \cup R_{im}$ represents all forbidden regions of constraint $C_i$ wrt. variables $X$ and $Y$.
  Note that we do not request the rectangles to form a partition of the forbidden space. This is because it sometime allows generating fewer rectangles: more than 3 rectangles are necessary to cover the forbidden regions of example B of Fig. 1 if we would ask for a partition.
- $R_{i1}, \ldots, R_{in}$ are sorted by ascending start position on the $X$ axis.

This will be handled by providing the following three functions\(^4\) for each triple $(X,Y,C_i)$ that we want to be used by the value sweep algorithm:

- get\_first\_forbidden\_regions$(X,Y,C_i)$, whose value is all the forbidden regions $R_{C_i}$ of $C_i$ such that:
  \[
  \begin{align*}
  R_{C_i}^- \leq \text{first}_{C_i} \leq R_{C_i}^+ \\
  R_{C_i}^+ \geq \min(Y) \land R_{C_i}^- \leq \max(Y)
  \end{align*}
  \]
  where $\text{first}_{C_i}$ is the smallest value $\in \min(X), \max(X)$ such that there exists such a forbidden region $R_{C_i}$ of $C_i$.

- get\_next\_forbidden\_regions$(X,Y,C_i, x')$, whose value is all the forbidden regions $R_{C_j}$ of $C_i$ such that:
  \[
  \begin{align*}
  R_{C_j}^- = \text{next}_{C_i} \\
  R_{C_j}^+ \geq \min(Y) \land R_{C_j}^- \leq \max(Y)
  \end{align*}
  \]
  where $x'$ is the position of the previous start event of $C_i$ and $\text{next}_{C_i}$ is the smallest value $> x'$ such that there exists such a forbidden region $R_{C_j}$ of $C_i$.

\(^4\) Two analogous functions get\_last\_forbidden\_region and get\_prev\_forbidden\_regions are also provided for the case where the sweep-line moves from the maximum to the minimum value.
- check\_if\_in\_forbidden\_regions\((X, Y, x, y, C_i)\), which is true iff given values \(x \in \text{dom}(X)\) and \(y \in \text{dom}(Y)\) belong to a forbidden region of constraint \(C_i\).

- max\_ysize\_forbidden\_regions\((X, Y, C_i)\), whose value is an upper bound of the quantity \(\max_{x \in \text{dom}(X)} |\text{Forbid}(Y, x)|\), where \(\text{Forbid}(Y, x)\) is the set of values \(y\) of variable \(Y\) such that the constraint \(C_i(V_{i1}, \ldots, V_{im})\) with the assignment \(X = x\) and \(Y = y\) has no solution.

If we consider constraint (E) of Fig. 1 (i.e. \(X + Y \mod 2 = 0\)), and we assume \(X \in 0..2\) and \(Y \in 1..3\), then a complete scan of \(X\) would produce the following sequence of calls:

- get\_first\_forbidden\_regions\((X, Y, X + Y \mod 2 = 0)\) returns regions \((0, 0, 1, 1)\) and \((0, 0, 3, 3)\).

- get\_next\_forbidden\_regions\((X, Y, X + Y \mod 2 = 0, 0)\) returns region \((1, 1, 2, 2)\).

- get\_next\_forbidden\_regions\((X, Y, X + Y \mod 2 = 0, 1)\) returns regions \((2, 2, 1, 1)\) and \((2, 2, 3, 3)\).

A call to max\_ysize\_forbidden\_regions\((X, Y, X + Y \mod 2 = 0)\) would return 2, as for any value of \(X \in 0..2\) we have at most two forbidden values for \(Y \in 1..3\). We now show how to use the function max\_ysize\_forbidden\_regions\((X, Y, C_i)\) in order to get a condition, which tells us when the algorithm can for sure not bring anything. This condition can be used to avoid useless work. Let:

- \(X\) and \(Y\) be two distinct domain variables,

- \(C_1(V_{i1}, \ldots, V_{in1}), \ldots, C_m(V_{im1}, \ldots, V_{imn})\) be a set of \(m\) constraints such that \(\forall i \in 1..m\) : \(\{X, Y\} \subseteq \{V_{i1}, \ldots, V_{in}\}\) (i.e. all constraints mention both variables \(X\) and \(Y\)).

If \(\sum_{i \in 1..m} \text{max\_ysize\_forbidden\_regions}(X, Y, C_i) < |\text{dom}(Y)|\) then value sweep pruning is not useful since all values of \(Y\) cannot be completely covered by the different forbidden regions.

### 3 The Value Sweep Pruning Algorithm

#### 3.1 Data Structures

The algorithm uses the following data structures:

*The sweep-line status.* Denoted \(P_{\text{status}}\), this contains the current possible values for variable \(Y\) wrt. \(X = \Delta\). More precisely, \(P_{\text{status}}\) can be viewed as an array which records for each possible value of \(Y\) the number of forbidden regions that currently intersect the sweep-line. The basic operations required on this data structure, and their worst-case complexity in a reasonable implementation, are shown in Table 1. An \((a, b)\)-tree [7] based data structure can provide the array operations with complexity as in Table 1.
The event point series. Denoted $Q_{\text{event}}$, this contains the start and the end+1 (+1 since the end is still forbidden whereas end+1 is not), on the $X$ axis, of those forbidden regions of the constraints $C_1, \ldots, C_m$ wrt. variables $X$ and $Y$ that intersect the sweep line. These start events and end events are sorted in increasing order and recorded in a queue. The basic operations required, and their complexity e.g. in a heap, are also shown in Table 1. The existence check can be implemented in $O(1)$ time with a reference counter. This last operation is the trigger which is used in order to gradually enqueue the start and end events associated to the forbidden regions of a given constraint $C_i$ when a start event associated to constraint $C_i$ is removed from the queue $Q_{\text{event}}$.

3.2 Principle of the Algorithm

In order to check if $X = \Delta$ is feasible wrt. $C_1, \ldots, C_m$, the sweep-line status records all forbidden regions that intersect the sweep-line. If, for $X = \Delta$, $\forall i \in \text{dom}(Y) : P_{\text{status}}[i] > 0$, $\Delta$ will move to the right.

Before going more into the detail of the sweep algorithm, let us illustrate how it works on a concrete example. Assume that we want to find out the minimum value of variable $X$ wrt. the conjunction of the 5 constraints that were given in Fig. 1. Fig. 2 shows the contents of $P_{\text{status}}$ for different values of $\Delta$. The smallest feasible value of $X$ is 4, since this is the first point where $P_{\text{status}}$ contains an element with value 0. We now present the main procedure.

3.3 The Main Procedure

The procedure FindMinimum implements the value sweep pruning algorithm for adjusting the minimum value of a variable wrt. a set of constraints. It can readily be transformed into an analogous procedure FindMaximum for adjusting the maximum value. The main parts of FindMinimum correspond to:

lines 1–9: Initialize the event queue to the start and end events associated to the leftmost forbidden regions of each constraint. Note that we only insert events that are effectively within $\min(X), \max(X)$ and $\min(Y), \max(Y)$. If no such events are found or if no event intersects $\min(X)$, we exit from the procedure.

lines 10–11: Initialize $P_{\text{status}}$ to 0 for the values that belong to $\text{dom}(Y)$ and to 1 otherwise\(^5\). These last values will be forbidden forever, since no corresponding end event was inserted in the event queue.

lines 13–18: Extract from the event queue all events associated to $\Delta$ and handle them. Afterwards, check whether there exists some feasible solution for $X = \Delta$ and, if so, exit from the procedure.

line 19: Fail since the sweep-line did a complete scan of the domain of variable $X$ without finding any solution.

Holes in the domain of variable $X$ are handled in the same way as constraints $C_1, \ldots, C_m$ : an additional constraint which, for each interval of consecutive

\(^5\) $P \setminus Q$ denotes the set difference between $P$ and $Q$. 
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Fig. 1. Examples of forbidden regions. $X$ in 0..4, $Y$ in 0..4.

Fig. 2. Status of the sweep-line at each stage of the algorithm. Values denote the number of forbidden regions per $Y$ position.
Input: A set of constraints $C_1, \ldots, C_m$ and two domain variables $X$ and $Y$ present in each constraint.
Output: An indication as to whether a solution exists, and values $\hat{x}, \hat{y}$.
Ensure: Either $\hat{x}$ is the smallest value of $X$ such that $\hat{y} \in \text{dom}(Y)$ and $(\hat{x}, \hat{y})$ does not belong to any forbidden region of $C_1, \ldots, C_m$ wrt. variables $X$ and $Y$, or no solution exists.

1: $Q_{event} \leftarrow$ an empty event queue
2: for all constraint $C_i (1 \leq i \leq m)$ do
3:   for all forbidden region $R_{C_i} \in \text{get_first_forbidden_regions}(X, Y, C_i)$ do
4:     Insert $\max(R_{C_i}^{-}, \min(X))$ into $Q_{event}$ as a start event
5:     if $R_{C_i}^+ + 1 \leq \max(X)$ then
6:       Insert $R_{C_i}^+ + 1$ into $Q_{event}$ as an end event
7:   if $Q_{event}$ is empty
     or the leftmost position of any event of $Q_{event}$ is greater than $\min(X)$ then
8:     $\hat{x} \leftarrow \min(X)$, $\hat{y} \leftarrow \text{rand}(\text{dom}(Y))$
9:     return (true, $\hat{x}, \hat{y}$)
10: $P_{status} \leftarrow$ an array ranging over $\min(Y)..\max(Y)$ with all zero elements
11: $P_{status}[i] \leftarrow 1$ for $i \in [\min(Y)..\max(Y) \setminus \text{dom}(Y)]$
12: while $Q_{event}$ is not empty do
13:   $\Delta \leftarrow$ the leftmost position of any event of $Q_{event}$
14:   for all event $E$ at $\Delta$ of $Q_{event}$ do
15:     $\text{HandleEvent}(E)$
16:   if $P_{status}[i] = 0$ for some $i$ then
17:     $\hat{x} \leftarrow \Delta$, $\hat{y} \leftarrow$ a random $i$ such that $P_{status}[i] = 0$
18:   return (true, $\hat{x}, \hat{y}$)
19: return (false, 0, 0)

Algorithm 1: FindMinimum($C_1, \ldots, C_m, X, Y$)
removed values, generates start and end event. The next procedure, HandleEvent, specifies how to handle start and end event points.

3.4 Handling Start and End Events

Depending on whether we have a start or an end event $E$, we add 1 or -1 to $P_{\text{status}}[i], l \leq i \leq u$, where $l$ and $u$ are respectively the start and the end on the $Y$ axis of the forbidden region that is associated to the event $E$. When $E$ was the last start event of a given constraint $C_E$, we search for the next events of $C_E$ and insert them in the event queue $Q_{\text{event}}$.

3.5 Discussion

Before running again the complete algorithm, we check first whether the previously returned solution $(\hat{x}, \hat{y})$ is still feasible\(^6\).

The motivation to assign a random value to $\hat{y}$ comes from the fact that, if we use the algorithm for pruning several variables, we don’t want to get the same feasible solution for several variables, since a single future assignment could invalidate this feasible solution. This would result in reevaluating again the algorithm for several variables.

If we use the algorithm for doing a complete pruning, then each call to the algorithm will lead to a complete sweep over the domain of the variable we want to prune. However, if we use the algorithm for adjusting the minimum or maximum value then we will have a complete sweep on each branch of the search tree. This is because the sweep process will be stopped each time we find a first feasible solution.

Let $f$ denote the total number of forbidden regions intersecting the initial domain of the variables $X, Y$ under consideration, and $m$ the number of constraints. For a complete sweep, Table 1 indicates the number of times each operation is performed, and its total worst case cost, assuming a reasonable implementation. Hence, the overall complexity of the algorithm is $O(m + f \log f)$. Note that, if the problem is loose, $m \gg f$.

From a deductive point of view, the value sweep pruning algorithm is similar to the work done by du Verdier [4]. However the main difference is that the set of forbidden regions associated to each pair of variables $(X, Y)$ was stored explicitly in a quadtree or octree [9] for which one needs to restore the previous state on backtracking. With the sweep, one can reclaim the data structures $Q_{\text{event}}$ and $P_{\text{status}}$ after each invocation of the method. Value sweep pruning can also be seen as a specific form of shaving [6], where the main difference is that value sweep pruning does not try out each value one by one.

4 Value Sweep for Non-Overlapping Rectangles

Assume that we want to implement a constraint NonOverlapping($P_1, \ldots, P_m$) over a set of rectangles, which should hold if no two rectangles $P_i, P_j, i \neq j$

\(^6\) For this check, we use the check\textsf{if}\textsf{in}\textsf{forbidden}\textsf{regions} function.
1: Extract $E$ from $Q_{event}$
2: Get the corresponding forbidden region $R_E$ and constraint $C_E$
3: Let $l = \max(R_E^+, \min(Y))$, $u = \min(R_E^-, \max(Y))$
4: if $E$ is a start event then
5: Add 1 to $P_{ell} \ [i, l \leq i \leq u$
6: if $Q_{event}$ does not contain any start event associated to constraint $C_E$ then
7: $x'_E \leftarrow R_{E_E}$
8: for all forbidden region $R_{C_i \in \text{get\_next\_forbidden\_regions}(X, Y, C_E, x'_E)}$ do
9: Insert $R_{C_i}$ into $Q_{event}$ as a start event
10: if $R_{C_j}^+ + 1 \leq \max(X)$ then
11: Insert $R_{C_j}^+ + 1$ into $Q_{event}$ as an end event
12: else
13: Add -1 to $P_{ell} \ [i, l \leq i \leq u$

Algorithm 2: HandleEvent($E$)

<table>
<thead>
<tr>
<th>Operation</th>
<th>Max. times</th>
<th>Total cost ($O$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize to empty the queue</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Compute the first forbidden regions of $C_i$</td>
<td>$m$</td>
<td>$m + f$</td>
</tr>
<tr>
<td>Add an event to the queue</td>
<td>$2 \times f$</td>
<td>$2 \times f$</td>
</tr>
<tr>
<td>Extract the next event from the queue</td>
<td>$2 \times f$</td>
<td>$2 \times f \log f$</td>
</tr>
<tr>
<td>Check if there exists some start event associated to $C_i$</td>
<td>$f$</td>
<td>$f$</td>
</tr>
<tr>
<td>Initialize to zero a range of array elements</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Add 1 or -1 to a range of array elements</td>
<td>$2 \times f$</td>
<td>$2 \times f \log f$</td>
</tr>
<tr>
<td>Check if there exists an array element with value 0</td>
<td>$2 \times f$</td>
<td>$2 \times f \log f$</td>
</tr>
<tr>
<td>Compute the index of a random array element with value 0</td>
<td>1</td>
<td>$\log f$</td>
</tr>
</tbody>
</table>

Table 1. Maximum no. of calls and total cost per basic operation in a sweep of FindMinimum
overlap. This constraint is a special case of the diffr constraint [2], and has been used to model a wide range of placement and scheduling problems [1]. It could be implemented by decomposition into a conjunction of \( m(m-1)/2 \) pairwise non-overlapping constraints:

\[
C_{ij}(\langle X_i, w_i, Y_i, h_i \rangle; \langle X_j, w_j, Y_j, h_j \rangle) \iff X_i + w_i \leq X_j \lor X_j + w_j \leq X_i \lor Y_i + h_i \leq Y_j \lor Y_j + h_j \leq Y_i
\]

(1)

where we denote by the tuple \( \langle X_i, w_i, Y_i, h_i \rangle \) a rectangle with origin coordinates \((X_i, Y_i)\), width \(w_i\) and height \(h_i\). Each pairwise constraint could in turn be implemented by cardinality or constructive disjunction [10]. This section shows how to instead specialize the value sweep scheme to the NonOverlapping constraint, thus avoiding decomposition.

Without loss of generality, we assume that \( w_i \) and \( h_i \) are fixed, and we only discuss how to adjust \( \min(X_i) \).

4.1 The Basic Algorithm

It is straightforward to see that there can be at most one (non-empty) forbidden region \( R_{ij} = (r_x^-, r_x^+, r_y^-, r_y^+) \) of \( C_{ij} \) wrt. \((X_i, Y_i)\), where:

\[
\begin{align*}
  r_x^- &= \max(X_i) - w_i + 1 & r_x^+ &= \min(X_j) + w_j - 1 \\
  r_y^- &= \max(Y_j) - h_i + 1 & r_y^+ &= \min(Y_j) + h_j - 1
\end{align*}
\]

(2)

Hence, we get the following definitions for the functions driving the algorithm:

\[
\text{get first forbidden regions}(X_i, Y_i, C_{ij}) = \begin{cases} \{(r_x^-, r_x^+, r_y^-, r_y^+)\} & \text{if } r_x^- \leq r_x^+ \land r_y^- \leq r_y^+, \\
\emptyset & \text{otherwise}
\end{cases}
\]

\[
\text{get next forbidden regions}(X_i, Y_i, x_i, C_{ij}, x_i') = \emptyset
\]

\[
\text{check if in forbidden regions}(X_i, Y_i, x, y, C_{ij}) = r_x^- \leq x \leq r_x^+ \land r_y^- \leq y \leq r_y^+
\]

\[
\text{max y size forbidden regions}(X_i, Y_i, C_{ij}) = \begin{cases} r_y^+ - r_y^- + 1 & \text{if } r_x^- \leq r_x^+ \land r_y^- \leq r_y^+, \\
0 & \text{otherwise}
\end{cases}
\]

where \( r_x^-, r_x^+, r_y^-, r_y^+ \) are defined in (2).

Given these definitions, we are now in a position to define Algorithm 3 which adjusts \( \min(X_i) \) for each rectangle so that a feasible origin is found for each rectangle. We also maintain for each rectangle \( P_i \) the value witness \((X_i)\) to enable a quick check whether the origin point \((\min(X_i), \text{witness}(X_i))\) is feasible. From the complexity analysis of Sect. 3.5, we have that the worst case complexity of Algorithm 3 is \( O(m^2 + m \times f \log f) \) where \( f \) is the average number of rectangles that could overlap with the domain of placement of a given rectangle \( P_i \).
Input: A set of rectangles $P_1, \ldots, P_m$.
Output: The number of lower bounds that were adjusted, or $\infty$ if no solution exists.
Ensure: Either $(\min(X_i), \text{witness}(X_i))$ is a feasible pair of coordinates for $1 \leq i \leq m$, or no solution exists.
1: $c \leftarrow 0$
2: for all rectangle $P_i (1 \leq i \leq m)$ do
3: Let $S = \{C_{ij} : 1 \leq j \leq m \land i \neq j\}$
4: if $\exists C \in S$ : check if in forbidden regions $(X_i, Y_i, \min(X_i), \text{witness}(X_i), C)$ then
5: $(r, \hat{x}, \text{witness}(X_i)) \leftarrow \text{FindMinimum}(S, X_i, Y_i)$
6: if $r = \text{false}$ then
7: return $\infty$
8: else if $\hat{x} \neq \min(X_i)$ then
9: $c \leftarrow c + 1$, $\min(X_i) \leftarrow \hat{x}$
10: return $c$

Algorithm 3: NonOverlapLeft($P_1, \ldots, P_m$)

4.2 An Algorithm with a Shared Event Queue

The worst-case cost of NonOverlapLeft is dominated by the creation of the event queue, which is done from scratch for each successive call to FindMinimum. Hoping to reducing the complexity if $m \gg f$, we shall show how to instead create a single, shared event queue which is valid throughout the for loop.

Consider again $R_{ij} = (r_x^-, r_x^+, r_y^-, r_y^+)$ as defined by (2). We note that the only dependency of $R_{ij}$ on $P_i$ is $r_{ij}^- (r_{ij}^+)$ which depends on $w_i(h_i)$. Let $R_{ij} = (\max(X_j) + 1, \min(X_j) + w_j - 1, \max(Y_j) + 1, \min(Y_j) + h_j - 1)$ denote a relative forbidden region associated to $P_j$.

We then define a modified $Q_{\text{event}}$ data structure consisting of two arrays of relative forbidden regions associated to $P_i$ for $1 \leq j \leq m$, ordered by ascending $\max(X_j)$ and $\min(X_j) + w_j$ respectively. To use the shared event queue, the FindMinimum procedure needs to be modified as follows:

- Lines 1–6 are replaced by a search for the smallest $\Delta \geq \min(X)$.
- The while loop in line 12 should terminate when $\Delta > \max(X)$ or when $Q_{\text{event}}$ is empty.
- The code must ignore events linked to forbidden regions that are empty.
- The event extraction operation must be modified according to the new data structure, and relative forbidden regions must be translated to absolute ones according to $w_i$ and $h_i$ of the current rectangle $P_i$.

The NonOverlapLeft procedure must be modified accordingly. Before line 2, the shared event queue must be built (takes $O(m \log m)$ time) and passed in each call to Algorithm 1. Thus compared to the worst-case complexity analysis in Sect. 4.1, we replace an $O(m^2)$ term by an $O(m \log m)$ term, an improvement especially is the problem is loose ($m \gg f$).
4.3 A Filtering Algorithm

A simple filtering algorithm for NonOverlapping can be implemented as follows: Repeatedly call NonOverlapLeft (and similarly for the other three bounds) until failure or a fixpoint is reached. In the latter case, suspend if not all rectangles are fixed; succeed otherwise. The filtering algorithm should typically act as a coroutine which is resumed whenever one of the bounds is pruned by some other constraint. An implementation along these lines has been done for SICStus Prolog [3]. The implemented version provides optional extensions (variable width and height, wrap-around in either dimension, minimal margins between rectangles, global reasoning pruning), but these will not be discussed further.

4.4 Optimizations

Here, we will describe several optimizations which have been added to the basic filtering algorithm described above. The impact of these optimizations are empirically investigated in Sect. 5. Most of these optimizations are in fact generic to the family of value sweep pruning algorithms, and some could even be applied to most global constraints. Let $\mathcal{B}(P_i)$ denote the bounding box of $P_i$, i.e. the convex hull of all the feasible instances of a rectangle $P_i$ and $\mathcal{C}(P_i)$ denote the compulsory part [5] of $P_i$, i.e. the intersection of all the feasible instances of a rectangle $P_i$:

\[
\begin{aligned}
\mathcal{B}(P_i)^- &= \min(X_i) & \mathcal{C}(P_i)^- &= \max(X_i) \\
\mathcal{B}(P_i)^+ &= \max(X_i) + w_i - 1 & \mathcal{C}(P_i)^+ &= \min(X_i) + w_i - 1 \\
\mathcal{B}(P_i)^- &= \min(Y_i) & \mathcal{C}(P_i)^- &= \max(Y_i) \\
\mathcal{B}(P_i)^+ &= \max(Y_i) + h_i - 1 & \mathcal{C}(P_i)^+ &= \min(Y_i) + h_i - 1
\end{aligned}
\]

Sources and targets. Two properties are attached to each rectangle $P_i$: the target property, which is true if $P_i$ can still be pruned or needs checking; and the source property, which is true if $P_i$ can lead to some pruning.

The point is that substantially less work is needed for rectangles lacking one or both properties: the for loop of Algorithm 3 only needs to iterate over the targets; when building the event queue, only sources need to be considered.

Consider a typical placement problem, in which most of the time spent searching for solutions will be spent in the lower parts of the search tree, where most rectangles are already fixed. Thus few rectangles will have target properties, and rectangles that can no longer interact with the non-fixed ones will lack both properties.

Initially, all rectangles have both properties. As the search progresses, the transitions $\{\text{source}, \text{target}\} \Rightarrow \{\text{source}\} \Rightarrow \emptyset$ take place.\footnote{On backtracking, the converse transitions take place.}

The first transition takes place whenever a rectangle is ground and has been checked (end of the for loop in Algorithm 3). The second type of transition is done when a fixpoint is reached by means of the following linear algorithm:
1. Compute the bounding box $\mathcal{B}$ of all targets.
2. For each source $P_i$, if the bounding box of $P_i$ is disjoint from $\mathcal{B}$, then remove its source property.

Initial check of compulsory parts. A necessary condition for NonOverlapping($P_1, \ldots, P_m$) is that the compulsory parts of $P_i$ be pairwise disjoint. The following sweep algorithm verifies the necessary condition in $O(m \log m)$ time, and as a side effect, removes the target property from all ground rectangles. Thus it provides a quick initial test and avoids doing useless work later in the filtering algorithm:

1. Form a $Q_{\text{event}}$ with start (end) events corresponding to $C(P_i)^- (C(P_i)^+ + 1)$ for $1 \leq i \leq m$ with non-empty $C(P_i)$.
2. Let $P_{\text{status}}$ record for each $Y$ value the number of compulsory parts that currently intersect the sweep-line.
3. If after processing all events at $\Delta$ some element of $P_{\text{status}}$ is greater than 1, the check fails.
4. When $Q_{\text{event}}$ is empty, remove the target property from all ground $P_i$.

Domination. We say that rectangle $P_i$ dominates rectangle $P_j$ if the following relation holds between $P_i$ and $P_j$ for all $a \in \text{dom}(X_i)$:

$$\begin{align*}
\text{if } X_i = a \text{ is feasible wrt. all constraints on } P_i \\
\text{then } X_j = a \text{ is also feasible wrt. all constraints on } P_j
\end{align*}$$

(4)

The point is to avoid useless work in line 4 of Algorithm 3. We have come up with a domination check which runs in $O(1)$ time and finds many instances of domination. Roughly, throughout the for loop, we maintain a “most dominating rectangle” $P_{\text{dom}}$ among the $P_i$ for which the test in line 4 is found false. In line 4, we first check if $P_{\text{dom}}$ dominates $P_i$, in which case we can ignore $P_i$ in the loop. Similarly for the other three sweep directions.

Incrementality. When the filtering algorithm is resumed, typically very few (usually one) rectangles have been pruned by some other constraint since the last time the algorithm suspended. We would like to avoid running a complete check of all rectangles vs. all rectangles, and instead focus on the subset of rectangles that could be affected by the external events. This idea is captured by the following steps, and is valid if we still are on the same branch of the search tree as at the previous call to the filtering algorithm.

1. Compute the bounding box $\mathcal{B}$ of the targets that were pruned since the last time. This takes $O(m)$ time.
2. In Algorithm 3 and in the initial check, ignore any rectangles that do not intersect $\mathcal{B}$, but if Algorithm 3 adjusts some bound, $\mathcal{B}$ must be updated to include the newly pruned rectangle.
5 Performance Evaluation

Wanting to measure the speed rather than the pruning power of the sweep algorithm, and the speedups of the optimizations, we generated six sets of problem instances, each consisting of three instances of \( m \) rectangles, \( m \in \{100, 200, 400\} \); see Table 2. The sets were selected to represent typical usages of the constraint. E.g., Set 2 is a loose problem; Set 3 and 4 use rectangles of different sizes; in Set 5, the rectangles are all the same; Set 6 is 95% ground: it was computed by taking a solved instance of Set 4 and resetting the origin variables of 5% of the rectangles to their initial domains.

<table>
<thead>
<tr>
<th>Set</th>
<th>( \min(X_i) )</th>
<th>( \max(X_i) )</th>
<th>( w_i )</th>
<th>( \min(Y_i) )</th>
<th>( \max(Y_i) )</th>
<th>( h_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>1</td>
<td>10000</td>
<td>rand(1..20)</td>
<td>1</td>
<td>101 - ( h_i )</td>
<td>rand(1..20)</td>
</tr>
<tr>
<td>Set 2</td>
<td>rand(1..200)</td>
<td>10000</td>
<td>rand(1..20)</td>
<td>rand(1..90)</td>
<td>101 - ( h_i )</td>
<td>rand(1..20)</td>
</tr>
<tr>
<td>Set 3</td>
<td>1</td>
<td>10000</td>
<td>( i )</td>
<td>1</td>
<td>( 1.05 \sqrt{\sum_{j=1}^{m} j^2 - h_i} )</td>
<td>( i )</td>
</tr>
<tr>
<td>Set 4</td>
<td>1</td>
<td>10000</td>
<td>( w_i^{(4)} )</td>
<td>1</td>
<td>( 1.05 \sqrt{\sum_{j=1}^{m} w_i \ast h_i - h_i} )</td>
<td>( h_i^{(4)} )</td>
</tr>
<tr>
<td>Set 5</td>
<td>1</td>
<td>10000</td>
<td>10000</td>
<td>1</td>
<td>10000</td>
<td>1000</td>
</tr>
</tbody>
</table>

where \( (w_i^{(4)}, h_i^{(4)}) = \begin{cases} 
((m + 3 - i)/2, (m + 1 + i)/2), & \text{for odd } i \\
((m + 2 + i)/2, (m + 2 - i)/2), & \text{otherwise}
\end{cases} \)

Each of the 18 instances was run by setting up the constraint and fixing the origins of each \( P_i \), \( 1 \leq i \leq m \), to its lower bound. Each instance was run six times with different parameters controlling the algorithm (see Sect. 4.4):

- \text{s}  The sweep algorithm with shared event queue.
- \text{sp}  The sweep algorithm plus sources and targets.
- \text{sc}  The sweep algorithm plus the initial check.
- \text{sd}  The sweep algorithm plus domination.
- \text{si}  The sweep algorithm plus incrementality.
- \text{s*} All optimizations switched on.

Fig. 3 summarizes the benchmark results. There is one graph per set, each with six plots comparing the different settings. Each legend is ordered by decreasing runtime, in milliseconds. The benchmarks were run in SICStus Prolog compiled with gcc -02 version 2.95.2 on a 248 MHz UltraSPARC-II processor, running Solaris 7. The results tell us the following:

- Set 4 was the most difficult instance, while Set 6 was the fastest to solve by at least an order of magnitude.
- The sources and targets was by far the most effective optimization. Incrementality was also generally effective. Both can be generalized to a large class of global constraints.
– Domination alone was not effective. We conjecture that it does contribute to the performance of $s^*$, at least on Set 5.
– The initial check optimization was not effective on any of the problem sets. We applied it each time the filtering algorithm was resumed. If used more judiciously, it might prove effective in some cases.
– There is a synergistic effect when several optimizations are combined.

Finally, we have compared the sweep ($s^*$) algorithm with implementations of the same constraint based on decomposition, cardinality and constructive disjunction as well as with Bifun [2] in CHIP V5. The results for 100 rectangles are shown in Table 3. For cardinality, runtimes became prohibitive for larger instances.

6 Conclusion

We have presented a value sweep pruning algorithm which performs global constraint propagation by aggregating several constraints that share two variables. This method is quite general and can be applied on a wide range of constraints. The usual way to handle finite domain constraints is to accumulate forbidden one-dimensional regions in the domain of the variables of the problem. However, this is inefficient for constraints that do not initially have any one-dimensional forbidden regions since they have to be handled in a generate-and-test way (i.e., forbidden values appear only after fixing some variables). Value sweep pruning is an alternative which allows to accumulate forbidden regions much earlier in time. A key point is that we do not represent explicitly all forbidden regions but rather compute them lazily in order to perform specific pruning.

The main weak point of the algorithm is in line 2 of Algorithm 1. We would like to efficiently filter out the constraints $C_i$ that do not generate any forbidden regions wrt. the variables $X$ and $Y$ under consideration.

We have shown how the value sweep algorithm can be used in a filtering algorithm for the non-overlapping rectangles constraint, first by simple specialization, and then by a modified sweep algorithm that uses a shared event queue corresponding to relative forbidden regions. Again, the weak point is in the search for relevant, non-empty forbidden regions in the event queue. Some combination of interval and range trees [8] could be appropriate.

We have described four optimizations to the filtering algorithm. The algorithm and the optimizations have been implemented, and a performance evaluation and some indication to their generality are given. The evaluation shows an improvement by several orders of magnitude over implementations based on decomposition into binary constraints.
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Fig. 3. Benchmark results

<table>
<thead>
<tr>
<th></th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
<th>Set 5</th>
<th>Set 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>card</td>
<td>113830</td>
<td>5110</td>
<td>908150</td>
<td>382870</td>
<td>971490</td>
<td>1940</td>
</tr>
<tr>
<td>cd</td>
<td>5300</td>
<td>210</td>
<td>44190</td>
<td>16330</td>
<td>590890</td>
<td>10</td>
</tr>
<tr>
<td>diffn</td>
<td>600</td>
<td>140</td>
<td>690</td>
<td>1030</td>
<td>520</td>
<td>10</td>
</tr>
<tr>
<td>sweep</td>
<td>260</td>
<td>170</td>
<td>300</td>
<td>350</td>
<td>120</td>
<td>10</td>
</tr>
</tbody>
</table>
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